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Industrial Engineering Education for the
21st Century ‘
21 NIV IENE ———————

T 218l century is just a few years away. Strategic planners all over the world are using the
year 2000 as the focal point for futore business activities. Are we all ready for that tme? Is
industrial engineering education ready for thal time? As the industrial world prepares 0 meet the
technological challenges of the 21t century , there 15 a need 10 focus on the people who will take 1t
there. People will be the most imporiant component af the * man-machine-malerial ® systems
competing in the next century. IEs should play a crucial role in preparing organizations for the
21s1 century through their roles as change initistors and facilitators. Improvements are needed in [E
undergraduate education if that role is 10 be successfully cammied out.

Undergraduate education is the foundation for professional practice. Undergradusle programs ane
the hasis for entry into graduate schools and other professional fields. To facilitsle this transition,
urgenl improvements are needed 1n education strategies, Several educators have recognized that the
way engincering is practiced has changed dramatically over the years and an upgrade is needed in
engineering education. Educators, employers and practiioners are calling for a better imegration
of science with the concepts of design and practice throughout the engineering cwrriculum. Such an
integration should be a key component of any education reform in preparation for the 218l cenfury.

Hurried amempts 10 improve education are being made in many areas. We now have terms like
“total quality management for Academia,” * jusi-in-time education,” and " continuous education
o E—E sl ziesiain T
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improvement. ” Unfortunately, wmany of these represent mere rhetorics that are not backed by
practical implementation models. IE should take the lead in reforming its own curriculum so that it
can help to develop practical implementation models that can be used by other disciplines. Many
educators and administrators are searching for ways to transform improvement rhetorics and slogans
into actien. Models developed by IEs can provide the answers.

Quality in |IE education

Incorporating quality concepts into education is a goal that should be pursued at national, state,
local and institution levels. Existing models of total quality management ( TQM) and continuous
process improvement ( CPI) can be adopted for curriculum improvement. However, because of
the umque nature of acadentia, re-definition of TQM will be necessary so that the approach will be
compatible with the academic process. For example, in industry, the idea of zero defects makes
sense. But in academia, we cannot proclaim zero defects in our graduates since their success on
the job cannot be guaranteed. Nonetheless, the basic concepts of improving product quality are
applicable to improving any education process. Clynes, while reflecting on discussions he
participated in at a National Research Council colloquium on engineering education, said
“Teaching quality, like a company’s customer service, can never be too good and always needs
attention for improvement. ” This is trne. A careful review of IE curricalum will reveal areas for
improvement. This will help avoid stale curricula that may not meet the current needs of the

society.

Theory and practice

Teaching determines the crux of research while research determines the crux of teaching.
Integration of teaching and research is required for effective professional practice. The need to
incorperate some aspect of practice into engineering education has been addressed widely in the
literature. Pritsker recommends that professors must combine research interests with teaching
responsibilities. The declining state of university education was described by Samuelson with
respect to waste, lax academic standards and mediocre teaching and scholarship. These specific
problems have been cited in the literature .

* Increasing undergraduate attrition despite falling academic standards at many schools.
Decreasing teaching loads in favor of increasing dedication to research ;

* Migration of full professors from undergraduate teaching in favor of graduate teaching and
research;

* Watered down contents of undergraduate courses in the attempt to achieve retention goals;

* Decreasing relevance of undergraduate courses to real-world practice.

Curriculum integration
Curriculum integration ( interdisciplinary approach) should be used to address the problems cited
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above. Curriculum integration should be a priority in reforming education programs. Stadents
must understand the way the world around them works and be capable of becoming responsible
contributors to the society. Interdisciplinary education offers a more holistic approach to achieving
this goal. Interdisciplinary course and curriculum improvement should link separate but related
subjects to provide students with comprehensive skills so they can adapt to the changing world.
One form of interdisciplinary integration involves projects in which students from more than one
academic department participate in joint industrial projects. This facilitates sharing of views from

different angles.

Role of the IE
Enhanced IE education will prepare students to lead efforts to integrate entities in manufacturing

and service organizations of the 21 st century. The IE profession, as a whole, faces an important
challenge in educating future IEs for this leadership role. The current IE curriculum provides good
exposure to its many unique facets. Individual courses at both undergraduate and graduate levels in
many institutions are comprehensive. Yet there are some fundamental deficiencies as discussed

below.

The scademic curriculum rarely emphasizes the fundamental philosophy of IE itself. That
philosophy is a hotlistic approach to design, development and implementation of integrated systems
of men, machines and materials. Students go through courses in operations research ,
manufacturing, human factors and so on without understanding the interrelationships between these
areas and the synergistic impact this integrated approach has on man-machine systems.

IE is quickly losing its identity as a value-adding profession. The basic cause of this problem is
that many IEs graduate without resolving the question of identity related to the following
questions .

* What separates ar IE from other engineers?

* What contribution does the profession make to an organization?

The root of this identity problem lies in the structured and isolated approach of various IE courses.
This results in specialization that is too narrow. For example, graduates today tend to associate
more with focused professional societies rather than the general IE. This is a disturbing drift that
may destroy the identity of IE as we now know it.

There is a big difference between academic and industrial approaches to performance evaluation.
The academic community evaluates its members by the number of publications and research
granis. By contrast, industry measures performance in terms of real contributions to organizational
goals. This has had a detrimental effect on the learning interaction that faculty and students must
share for students to graduate with professional loyalty, technical competence and capability of

W BB BIkTiEeing GP
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integrating theoretical concepts and industrial practice effectively.

In the atiempt to prepare students for graduate level education, the academic curriculum often has
a strong mathematical orientation. Though a required approach, it develops a very structured
approach to problem solving among students. Consequently, students expect all problems to have
well-defined inputs, processing modules and outputs. Thus, when faced with complex, ill-
defined, and unsiructured problems that are common in the real world, many new graduates
perform poorly. Chisman points out that the bulk of teaching should be done for undergraduate
students since over 85 percent of them go into industry, not on to graduate school. Unfortunately,
attempts to improve curricelum is often tilted in favor of research-oriented education, thereby
depriving the majority of the students of the skills they need to survive in the business world.

Many young graduates mistakenly perceive their expected roles as being part of the management
personnel, having lttle or no direct association with shop-floor activities. Such views impede
hands-on experience and prevent the identification of root causes of industrial problems.
Consequently, this leads to the development of solutions that are shori-term, unrealistic, and/or
inadequate. The growing reliance of simulation models that cannot be practically validated in real-
world settings is one obvious symptom of this problem.

Like many other engineering curricula, IE is growing within an isolated shell. Students do not
realize the importance of developing solutions beneficial to a system rather than for individual
components. Many new graduates take a long time to become productive in developing solutions
that require multidisciplinary approaches.

Ethics in education
Professional morality and responsibility should be introduced early to IE students. Lessons on
ethics should be incorporated into curriculam improvement approaches. IE graduates should be
familiar with engineering code of ethics so that they can uphold and advance the integrity , honor
and dignity of their professions by :

* using their knowledge and skill for the enhancement of human welfare ;

* being honest, loyal, and impartial in serving the public, their employers and clients ;

» striving to increase the competence and prestige of their professions;

* supporting the professional and technical societies of their disciplines.

Some points to consider when developing cumriculum improvement approaches are .
¢ Education should not just be a matter of taking courses, getting grades and moving on.
Lifelong lessons should be a basic component of every education process. These lessons
can only be achieved through a systems view of education. The politics of practice should
be explained to students so that they are not shocked and frustrated when they go from the
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classroom to the boardroom.

* Universities face a variety of real-world multi-disciplinary problems that are often similar to
industrial operations problems. These problems could be used as test cases for solution
approaches. IE students could form consulting teams and develop effective solutions to such
problems.

® Schools should increase their interaction with local industries when such industries are
available. This will facilitate more realistic and relevant joint projects for students and
industry professicnals.

* The versatility of IEs in interacting with other groups in the industrial environment can be
further enhanced by encouraging students to take more cross-disciplinary courses in
disciplines such as mechanical engineering, computer science, business, efc.

* Students must keep in mind that the computer is just a tool and not the solution approach.
For example, a word processor is a clerical tool that cannot compose a repoit by itself
without the creative writing ability of the user. Likewise, a spreadsheet is an analytical tool
that cannot perform accurate calculations without accurate inputs.

Curriculum assessment

Performance measures and benchmarks are needed for assessing the effectiveness of IE education.
The effectiveness of curriculum can be measured in terms of the outgoing quality of students. This
can be tracked by conducting surveys of employers to determine the relative performance of

graduates.

The primary responsibility of a curriculum improvement team is to ensure proper forward and
backward flow of information and knowledge between the academic institution and industry, The
percentage of students passing the engineer-in-training { EIT) exam can also be used as a
performance measure. The percentage of students going on to graduate programs and staying on to
graduate will also be a valuable measure of performance. Entrance questionnaires and exit
questionnaires can also be used to judge students’ perception of the improved curriculum.

Conclusions

Significant changes are occurring in the world. These changes can come in terms of technotogical ,
economic, social and political developments. To adapt to these changes and still be productive
contributors to the society, IE students must be prepared to be more versatile than their
predecessors. This preparation requires significant changes in the contents and delivery of IE
education, Educators and administrators institute plans immediately for reforming IE education in
preparation for the landmark expectations of the 21st century. Efforts to improve [E education now
will eventually lead to the development of leadership roles that other disciplines can emulate. This
is a worthwhile service to the whole society that IE educators and professionals should not

overlook.
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ndusirial engineers ang greal sl solving problems. Iromically enough , there is still one ape-old
I prohlem they are unable o solve — jdentity. And the problem iz nod getting any easier 1o
solve. In fact, “identity” ix jusi one of several challenges currently facing the IE profession.

Today's competitive global economy and tighter corporate budgets are forcing [Es w0 deal with
issues thmt were barely mentioned a decade ago. Companies are Nattening corporte structures; [E
depariments are being eliminated or renamed ; and universities and colleges are under even greater
pressune (0 provide industry with graduates who are better trained to handle a much wider viriety
of job responsibilites.

Ol the other hand , oday’s [E has at his or her disposal more technology and ools than the [E of
A0 years ago could have ever imagined. New technologies have improved sccumcy and speed and
generally have increased the [Es" ability 1o cover & more diverse set of interests.

In addition, the IE now has a grealer opportnity to concentrate on any one of a broad varety of
areas that many companies now recognize as individual departments — including simulation
operations research, ergonomics, material handling and logistics.

The namea game

What problems could possihly throw 3 shasdow on such a bright aray of opporiunities? For
slarfers, as new opportunities have developed for the [E, new questions have formed about what
Lypes of jobs the industrial engineer & gualified 1o perform.

Al one time, it was easier 10 define what an [E did. “ Industrial engineering was simple in those
days when we deall with methods, work standards and work simplification,” says Carlos
Cherubin, director of engineening for The Limited Co. “ Bui there has to be some way to get past
the old industrial engincering definition, ™

Even woday . in many companies. IEs are sull performing the traditional type of work that makes
up what 15 now considered classical 1E. * The big change is that the commercialization of a lot of
these areas have wmed them into ' niche thrusis,'™ says John Powers, director of the
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management services department at Eastman Kodak Co. While IEs have always been very
adaptable to these “thrusts” as a skill set, he says, they are now competing for the headlines.

Says Jerry Zollenberg, director of IE for United Parcel Service, “If a person loses sight of the
total job and starts looking at the individual pieces, it comes out a little hairy. ” For example,
Zollenberg says that he has an operations research { OR) group of 40 to 50 individuals who are
working on the cutting edge of computer technology. At one time these people were designated as
IEs. But Zollenberg says that even though they are not called IEs, the job they are doing is
certainly IE-oriented and could be IE, depending on how you set up the organization.

Like it or not, the trend today is specialization, and companies are following suit. Tough
economic times are forcing many companies to redefine corporate structures, with a primary goal
of flattening their organization in an attempt to cut costs and speed the decision-making process. In
the case of the IE department, that wend has moved departmental names from the generic “IE” to
specific functions or areas that are being performed. Former IE departments have been
decentralized or remamed and are now described using such terms as Quality Improvement
Engineering, Management Services or Engineering Services, just to name a few.

“What I see is companies getting away from the IE name and trying to have names that are more
descriptive of the broader set of skills,” says Powers.

For many, including Rebecca Ray, IE manager at Glaxo Inc. , it is a step in the right direction,
Her departinent will soon camy the title Performance Improvement Engineering. “IE is probably
the only engineering profession that insists on wearing its degree on its departmental door,” she
says. “We have focused too much on maintaining our degree, instead of identifying our function

within our company, ”

Dr. Vinod Sahney, corporate vice president at Henry Ford Health Systems agrees. “Ome of our
biggest difficulties is we equate industrial engineering with an IE department,” he says, “I have
never scen a mechanical engineering department, but yet they are hired and get a wide-range of

jobs. ”

Tony Vieth, IE manager at Boeing Georgia Inc. , believes that the individual persons, depending on
how they are trained, can bring the right skills to the right job and they do not need to be in a
department called industrial engineering. He also thinks IEs have gotten hung up on that over the
years, On the other hand, the decentralized type of environment appears more threatening to others,
“If we assume that decentralization will continue to the point of transferring IE responsibilities to
others, as seen in the Volvo organization, we will see a profound impact apon the profession,
namely unemployment,” predicts Donald Barnes of Barnes Management Training Services.



FUEE

But, a centralized IE department does not guarantee employment for the industrial engineer. Many
large companies have “IE” departments where only a handful of indusirial engineers can be
found. An example is Boeing., Boeing has some very large IE departments, but ofien less than
two or three people within the department have IE degrees. According to Vieth, it is becanse some
of the functions within the department are so diverse.

Problems associated with renaming TE departments to describe their particular function may have
more to do with appearance than with the actual job being perforrned. While [Es actually perform
many of the specialized jobs, little credit is given to IE principies used in the approach. In fact, it
often turms out that many of the individual functions and skills nsed by IEs are viewed by
managememnt as industrial engineering. As a result, individuals who can master one of thase skills

are mistakenly referred to by management as “industrial engineers, ”

Yet, those who understand the real value of industrial engineering still realize that the degreed IE
brings to the job a unique way of thinking.

“There are things you can teach non-degreed people that are basic repetitive tasks,” says Vieth.
“But what you can’t teach is how to take what you see, translate it, and recognize there is a
problem, and then come up with a solutien to that problem. ”

Erin Wallace, director of IE at Walt Disney World Co. , would not hire anyene who was not a
degreed TE. “I insist on it,” she says. “When you’ve got a group of people who are distinctly
[Es, they carry with them what we like to refer to as distinct competencies. Those distinct
competencies for an IE at Walt Disney World include their ability to do quantitative analysis. You
need an IE degree to be able to do that type of work. ™

Wallace says that when someone hires IE technology-type majors, they do not ger some of the
rudimentary problem sclving skills acquired from taking engineering courses.

Curriculum

Since there is a favorable consensus about the technical qualifications of degreed IEs, universities
and colleges must be doing all industry believes is necessary to prepare today’s IE students.
Appearances may be deceiving.

In fact, even though ABET accredits many IE and IET programs in the United States, there
remains much variance and flexibility among each of the programs. Evidence of this Fact can be
found in a recent Australian study undertaken by the Industrial Engineering/ Management (IE/M}
group of the School of Mechanical and Manufacturing Engineering Swinburme Institute of
Technology (SIT).

W F % T TiEeINR (TP
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The school initiated a set of promotipnal activities to rejuvenate the industrial engineering name
and status. One of the school’s goals was to help convince managers and government to reconsider

the role of industrial engineering.

In preparation for the events, the IE/M group swrveyed more than 150 U. §. universities with
accredited 1E programs at the undergraduate and graduate level, Of those universities that

answered, 37 were randomly drawn for analysis.

The main purpose was to analyze the quantity and quality of the IE subjects. According to Shayan
and Hamadani at SIT, the most important point is that coverage of TE is not yet standardized.

Other steps

Two key projects currently working toward helping academia improve the overall 1E curriculum
include the Southeastern University and College Coalition for Engineering Education { SUCCEED)
sponsored by the National Science Foundation ( NSF), and TIE's joint effort between the Council
on Industrial Engineering ( CTE) and the Council of Industrial Engineering Academic Department
Heads { CIEADH).

SUCCEED, which is aimed at all engineering disciplines, is an engineering education coalition
established by NSF in March 1992, The coalition has proposed a new curriculum model ,
CURRICULUM 2 1, as a mechanism to focus its efforts on specific goals such as restructuring the
engineering curriculum and improving the quality and quantity of graduates,

The second project, between CIE and CIEADH, has been ongoing since the Fall of 1990.
Specifically, CIE (corporate-level directors whose span of control includes IE functions) meets
with CIEADH (98 academic department heads from universities and colleges) at scheduled times
during the year to better define what industry needs from academia. IIE acts as a facilitator
between the two groups to help inform academia. The ultimate goal of these meetings is the
development of a clearly defined set of output characteristics that will help academia design an

improved undergraduate IE curriculum.

This is not to say that these organizations are attempting to standardize the IE curriculum, rather,
they are trying to provide basic guidelines. The question of whether the IE curriculum should be
standardized throughout every university is not an issue. Leaders in industry and academia readily
agree that there is no possible way for every curriculum at every college to be identical.

“I don’t think you can tequire every IE curriculum to be cookie cutter of each other,” says

Glaxo’s Ray.



What appears to be a problem is the perceived gap between what type of students academia is
providing compared with the types of students industry seeks. Most industry leaders acknowledge
that the majority of universities and colleges should provide, and do provide, students who are
technically competent. To expect that IE students be highly knowledgeable about every possible
aspect of industrial engineering upon graduation may be unrealistic, says Zollenberg. Students are
required to take a broad range of TE courses 1o help them understand the principles of [E and
provide a solid academic foundation. A praduvate student can then go on to specialize in a

particular area if he or she desires to do so.

Zollenberg insists that it is impossible to expect students to learn everything they need to know
about the jobs they will encounter. “I’m not sure anybody coming out is going to learn all of the
required skills in four years of school. I don’t think it’s fair to the universities and I don’t think it's
fair to the kids,” he says.

Expectations

What industry leaders do expect, however, are smdents who have the ability to operate in the
environment in which they are placed. These arcas where there appears to be a deficiency include
interpersonal skills, knowledge of computers, nontechnical/business skills, quality management
skills, and an appreciation for the plant floor. Depending upon what industry the new graduate is
placed, the need for certain skills will vary.

Wallace, who works for a service-oriented company ( Walt Disney World ), thinks today’s
students are well-trained in most areas, with the exception of computer skills. She says she still
sees a lot of students who come out of school without very good computer skills, Nowadays, that

should be a prerequistte, ”

In the manufacturing sector, Jack Broadway, director of corporate IE for Reynolds Metals,
believes today’s students are probably better educated than in the past, but they have some
misconceptions about the types of jobs they will perform. “A lot of { students) coming out today
want to sit behind a computer and they think that is their job. Well, a computer is just another
tool. It’s just something you use to do the job and then you go on and do something else,” he
says. He suggests that on-the job training while in school may be one of the best ways to prepare
students,

On the healthcare side, Sahney ( Henry Ford Health Systems) thinks that in general terms,
schools are providing properly trained students, but they often are not given the opportumity to
become well-rounded in other areas. Because what he says is the profession’s “ roots of
accreditation,” the curriculum is too tightly controlled. He does not think individual institutions
have enough variety. In other words, he says, the electives are very limited by the time all of the
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required courses are finished. This problem is often exhibited as a tack of writing and presentation

skills in many of the new graduates,

Most IEs eventnally must sell their ideas and plans to management, which often reguires ahove-
average comimumnication sKilis. For many IE graduates, this is a tough challenge. Russell Cartmill
IE director at The Coca-Cola Co. , says he is frequently confronted with hiring recent graduates
who lack basic communication skills., He says Coca-Cola ends up having to teach people things
once they get in the areas of public speaking and report writing, “some of the basic things that you

really need to have in industry in order to make a good presentation. ”

One way schools are combating this problem, which is alse a problem with students in other
engineering disciplines, is semester-long undergraduate and graduate-level courses directed at
familiarizing engineering students from all disciplines with the non-technical aspects of
engineering. These courses focus on topics such as financial management, project management

business planning and business development,

Other schools have even gone as far as offering graduate degrees that are a combination of an IE
degree and business degree in an attempt to target students seeking manufacturing engineering

jobs.

But Vieth is not sure that the business route is the best path for the industrial engineering
curriculum to follow. “1 think if we lose track of the technical knowledge, we’re just going to
look like a high-priced business graduate,” he says.

Another option IE departments at universities and colleges might consider is specializing in a
particular function of TE (i.e. operations research, material handling, ergonomics, huiman
factors, etc. ), and market their program accerdingly, For example, says Cherubin, if a college
student wants to be an IE and has a particular interest in material handling, that student should be
able to choose certain schools whose charter is very specific. In addition to helping the student, he
says, it provides an important service to a potential employer. “Don’t put students out in the work
enviromment and, at that point, let them start defining their career,” says Cheribin,

Vieth has similar views. “Maybe the IEs that our universities train today should be trained to be
part of a specific department,” he says.

Ray thinks that the problem might not be what is taught, but the way it is taught. IE classes and
departments at universities are structured in a way that teaches students to work alone, she 5ays.

Students model themselves after the people they admire, Ray states, “While students are in
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college, they are looking at their professors. If they see their professors operating autonomously —
on their own island — and not interrelating across other disciplines, the IE is going to come out of
that program thinking they don’t need anybody’s help to solve a problem,” she says.

She says 1t takes her up to 18 months to put a newly hired graduate through “boot camp”™ to make
them realize that they have to work as a member of a team to facilitate the flow of information

within her organization,

Future directions
With all of these challenges facing the IE profession, there may be some who doubt the IEs’

future. But if the individual IE will assume the role as a change implementor — not a change

follower — broad opportunities are on the horizon.

Some see a renewed interest in traditional I[E functions, specifically, cost estimation and analysis.
E. Franklin Livingston, senior industrial engineer at Weber USA Inc. , a manufacturer of
carburetors and fuel injectors, cites a recent request from General Motor's vice president of world-
wide purchasing, J. Ignacio Lopez de Amortua, as proof. “He is expecting drastic cost reductions

from suppliers over the next five years,” says Livingston.

Livingston points out that Chrysler and Ford will probably follow suit and make similar demands
on their suppliers. If that is true, Livingston foresees in the next 10 years that probably more
emphasis will be placed on conventional industria! engineering, “But I don’t think it will ever go
back to the way it was 25 years ago,” Livingston says.

Others see the IE heading in the direction of large processes and systems. Process thinking has
become widespread in recent years, due largely to the quality movement. Industrial engineers
seeking to expand their opportunities and improve the quality of operations are now looking at the
entire process, rather than just a particular task or business function.

Two areas that may be of special importance to IEs in the coming years inciude information
technology (IT) and business process redesign/reengineering ( BPR}. As IT continues {0 evolve,
technological advancements will have a big impact on how companies ( [Es) look at business
processes of the next decade. Working together, IT and BPR has the potential to create a new type
of industnial engineering, changing the way the discipline is practiced and the skills necessary to
practice it.

'This whole area of business process re-engineering offers a great opportunity that many IEs have
been unwilling to explore. As a result, managers have been reluctant to look to the IE to carry the
banner, Powers says. “If we’ve gof a problem, it's of our own doing and our own unwillingness



to take the lead in a lot of these major improvement activities, ” he states.

One area where IEs have not been so reluctant to get invelved is the systems integration arena. If
the systems integration function continues to develop at its current rate, this particular role — that
of systems integrator — will most likely get so sophisticated that it will requite someone with
technical knowledge who can look at the bigger picture. “This is a function for which industrial
engineers are uniquely trained,” says Thomas Hodgson, with the Design and Manufacturing

Division at NSF.

As a result, many of the traditional IE functions could be handled by IE technology individuals,
while degreed IEs would serve in the consultant role. In this scenario, IHs could have the

responsibility of training others, who would then apply it.

However, many of those opportunities in systems integration are already opening up and if IEs do
not step up to the current challenge of systems integration, others may step in and take that
function from the IE, says Hodgson.

“We need to grow in our understanding of the other engineering disciplines so as to better do our
job. We need to grow in our capability to make use of the rapidly improving computational
capabilities that are available,” he says.

More challenges

Whatever the future holds, the biggest threat to IE may be what people do not know about the
profession. In an economy where every company is cutting costs and locking for ways to trim
excess “fat,” one might think CEOs and managers would be snatching up every available IE.
Instead, many corporate executives and human resource managers are turning to other disciplines
to fill jobs ideally suited for IEs. “It’s really guite silly, since IEs are the people who save you
money,” says Wallace.

Why is this happening? Because IEs need to do a better Jjob of showing management all of their
abilities and talents. While TQM and business process reengineering may pose big challenges, the
IE’s broad, fundamental background has provided them with the training and education found in
no other profession. Sadly, the specialized tasks that companies are asking individuals from other
disciplines to perform are tasks that IEs have always been trained to perform! It is time for IEs to

market those abilities accordingly.

" We have not done a good job of demonsirating and selting ourselves in a way that we truly get
recognized for what our mission and our capabilities and our supposed demonstrative performance

really is,” says Powers.
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1IEs must take the proactive approach and position themselves as leaders of changes occurring in all
sectors of industry. In fact, IEs must create the changes. Says Zollenberg, “I think we have to
step up to the front and take a leadership role, rather than just sit back and wait for somebody to

ask us to do a study. ”

And what about the identity problem? Rudy Herrmann, president of Rotary Lift, sums it up well
when he says, “The ‘name game’ goes away if we can learn how to be effective functional

professionals , and be respected and understand all of our coniibutions. ”

The key is “we. ” If every industrial engineer, in industry and academia, will work together to
tackle these challenges and make other companies and individuals aware of the IE’s many talents,
the age-old identity problem just might be on the brink of fading away.
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> Notes

1. On the other hand, today’s IE has at his or her disposal more technology and tools than the TE
of 30 years ago could have ever imagined.
Y B 55— T, BEAE RS Tk L RRIT AT LA A £ 30 AR AT R AT AR AR S AT REA B o B
ARFT R,

2. If a person loses sight of the total job and starts looking at the individual pieces, it comes out a
hittle hairy.
FRHFE QA — A TS Rt 8 I 1A i 2 TS T S T B TR T B A A T, S
REAELTAWE.

3. Problems associated with renaming IE departments to describe their particular function may
have more to do with appearance than with the actual job being performed.
AT B Oh < iy TR R EE R v 2 LA IR A i i L RAA B, L JE] BT HH B () B 5 A s
EroE R TAEH B AR S R R E X,

4. In fact, even though ABET accredits many IE and TET programs in the United States, there
remains much variance and flexibility among each of the programs.
ABET £ T 55K % E % R 4 (The Accreditation Board for Engineering and Technology }
WHEE . ZBRRSEZERRREMIFHF TEL KL FIEBMET SN, ABET X5
H IR M 2R TR 5l 4 G0 F IR IE AR IFEE MR TAEWREIRE, a7
AR L RETRSBEREEZASEE T RENFL TV ITEMT L TRSHEAR
R, Euix e B2 AR AR KR X BIFU R 5 .

5. Two key projects currently working toward ... and the Council of Industrial Engineering
Academic Department Heads ( CIEADH).
EAIPRE] T T L AL

» RERBEHIXRZREB L BRE FH S £ (SUCCEED) 1992 SF £ H R % %S
LR =BEUMREHIA) 8 Br I AN R I N T HRA S, SRS TRKAS
WEE KT, (FER http ./ www. succeed. ufl, edu)

o HRPLEE 2 5 4 (National Science Foundation )

e 1ok TH#Ii%EL (Institute of Industrial Engineers, ITE) ; 5 8 A& /T 0
TERABTANERRAN A= EREE N OERMETLHS, B F 1948
LA € 515 000 R 7E2 BRI AH 280 M4r4r, SCrRIR B Ty TH SIS
2 (Council on Industrial Engineering, CIE) #l Tk T8 £ ¥ {F M 352 ( Council of
[ndustrial Engineering Academic Department Heads, CIEADR) 3% Tk T £ Ifi2% < iy
TIEYHE ., (FEN http.//www. iienet. org)

6. But if the individual TE will assume the role as a change implementor — not a change
follower — broad opportuniides are on the horizon.
ATRR R AR, Wit Tl TR AS ACHIAE A0 b SE B B T AR I OB B Y S 1,
I Z il e L,
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7. If we’ve got a problem, it’s of our own doing and our own unwillingness to take the lead in a

Iot of these major improvement activities.

HIBHERS - AR IRATIR B 7 [ 8, X Lk Rl LR R T ERAT B © 8 BT FE BT 2 F R B o —
B R MBS 2) h R T A O T LAY .
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Brief history

Operations rescarch is a relatively young discipline, being organized as a separale professional
field of study only since the end of World War I1. The Operational Research Society of the Limiied
Kingdom ( ORS ), the Operations Research Society of Amenca (ORSA), and the Instifute of
Management Sciences | TIMS | were founded in 1948, 1952, and 1953 respecuvely, However,
the methods and peactices of operations research were being applied just prior o the war by British
scientists working for the Air Ministry. In fagt, iwo of these scientists are credited with first
coining the phrase “ operational research”.

The earliest application of operations research involved improving the carly waming system of the
RAF's Fighter Command. This system was quickly pui 1o the test during the Battle of Britain.
Throughout the remainder of the war, the methods of operations research were used by all
branches of the British military o improve the resulis of their operations.  As mighi be expected ,
the armed Forces of the United States began o apply similar techniques soon after Pearl Harbaor,

After WWII, the use of operations rescarch contineed in the military and was greatly expanded. In
addition, businesses on both sides of the Atlantic began to apply operations research o a broad
range of manigement problems, such s accident prevention, production planning, inventory
control , and personnel planning.
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The first formal university courses and curmicula also began to be developed during the immediate
postwar period. MIT, Case Iastitute of Technology ( now Case Western Reserve University } , and
the University of Pennsylvania were among the first universities to offer formal degree programs in
the United States in the early fifties. It is interesting to note that similar academic programs id not
develop in the United Kingdom until later, although lectures and courses were offered at a few
universities. University programs in operations research in the United States and Canada are
located in a wide variety of colleges, schools, and departments, reflecting the field’s highly
interdisciplinary nature, Programs are found in departments of mathematical sciences, decision
sciences, statistics, industrial engineering, computer science, management science, engineering
management, mechanical engineering, and operations research. These departments are located in
schools or colleges of engineering, business, management, industrial engineering, and applied

science.

Operations research, as defined by the Operations Research Society of America, “is concerned
with scientifically deciding how to best design and operate man-machine systems, usually under
conditions requiring the allocation of scarce resources. " Important to the field is the development,
testing, and use of models to predict various outcomes under differing conditions or to opiimize
the outcome for a given condition, This gives decision makers the ability either to choose the
“best” outcome or to enhance the likelihood of a given set of desired outcomes. The application
of quantitative methods is also very important.

Some OR accomplishments
Some important breakthroughs of the 1970s and 1980s are highlighted below, with descriptions of
how they have beer employed and the resulting economic impact.

integrative OR systems

In 1983 and 1984, Citgo Petroleum Corporation, the nation’s largest independent refining and
marketing company, with 1985 sales in excess of $4 billion, invested in a unique set of
comprehensive and integrative systems that combine such OR disciplines as mathematical
programming, forecasting, and expert systems, with statistics and organizational theory. Citgo
applied the OR systems to such operations as crude and product acquisition, refining, supply and
distribution , strategic and operational market planning, accounts receivable and payable, inventory
control, and setting individual performance objectives, and now credits these OR systemns with
turning a 1984 operating loss that exceeded $50 million into a 1985 operating profit in excess of
$70 million,

Network flow problems
The 1970s were marked by a number of breakthroughs in the modeling and solution of network
flow problems. Initial developments created specialized primal simplex algorithms for problems of
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transportation and transshipment. Later, algorithms were developed for generalized networks and
linear programs with large embedded networks. These algorithms demenstrated unprecedented
efficiency,, having speeds that ranged from 10 to 200 times faster on network problems than the
best general purpose linear programming systems — efficiencies entirely above and beyond any

afforded by changes in computer hardware or compilers.

It is now possible to solve huge network flow probiems routinely, and as a result, important new
applications are emerging. Companies such as Agrico, Ciba-Geigy, W. R. Grace, International
Paper, Kelly-Springfield, Owens-Coming Fiberglass, Quaker Oats, and R. G. Sloan have
successfully coupled their data gathering systems with network flow models to improve the cost
effectiveness and service effectiveness of logistics decisions. For instance, Agrico reported a
decrease in net working capital requirements of 13% and 5-year savings of $43 million, Kelly-
Springfield reported savings of over $8& million annuvally , and Cahil May Roberts credits OR with
a 20% reduction in delivery and transportation costs.

The hypercube queueing model
A computer implemented, multiserver queueing model resulting from National Science Foundation

supported research is now routinely used for deploying heterogeneouns servers in cities in both
hemispheres. The hypercube model is the basis for emergency services deployment in New York,
San Diego, Sacramento, Dallas, Portland {Oregon), Caracas, and Rotterdam. Typical reported
productivity improvements are on the order of 10% ~ 15%

Lagrangian relaxation

Lagrange multipliers, used to relax complicating constraints in hard combinatorial optimization
problems, facilitate the use of polynomial algorithms for computing bounds. In the last decade,
this approach has grown from a successful theory to a proven tool that is the backbone of a number
of large-scale applications. Used to schedule the distribution of mdustrial gases at Air Products and
Chemicals, Inc. , this technique has been credited with saving 6% ~ 10% of the operating costs,
amobnting to annual benefits of about $2 million for the company.

Network queueing models

Networks of queues can represent situations such as the flow of messages through a communication
network, jobs through a computer system, or products through work centers in a factory. A
typical application may have hundreds of customer types and work centers. Traditionally, realistic
queueing models have proven intractable, even for one work center: however, recent technical
breakthroughs in the analysis of such networks involve the creative use of approximations to solve
large networks. IBM used this approach to analyze and justify a major factory of the future,
thereby gaining a competitive edge of several months in bringing a new product to the market.
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Mathematical programming models

Enormous progress has been made by using large-scale mathematical programming models to route
raw materials, components, and finished goods optimally among production plants and
warchouses. One such technical achievement is the use of approximation methods to analyze
models with nonconvex cost curves representing the economies of scale that typically arise in
trucking operations, an approach General Motors used in more than 40 plants to achieve a 26%

logistics cost savings, for an annual saving of $2.9 million.

Simulation modeling

With the development of numerous interactive simulation languages, simulation continues to be an
important tool. Simulation models were recently used to describe the water distribution system in
the Netherlands., These models were part of a broad analysis focused on building new facilities and
changing operating rules to improve water supply, as well as on the adjustment of prices and
regulations to reduce demands. The analysis is credited with saving hundreds of millions of dollars
in capital expenditures and reducing agricultural damage by about $15 million per year. The
Dutch government adopted the methodology and uses it in train water resource planners from many

nations,

Stochastic network analysis

Headway has been made in incorporating stochastic effects into mathematical programming
models. A stochastic network analysis was used by North American Van Lines to dispatch
thousands of trucks daily from customer origins to customer destinations. This analysis reduced the

cost of their operations by an estimated $2.5 million annually,

Inventory control

Progress continues in the control of inventories, a domain of important application since the
earliest days of OR. For example, a model controls inventories of blood at blood banks in Long
Island, schedules blood deliveries according to statistical estimates of the needs of each bank, and
uses actual requirements to adjust deliveries. It forecasts short-term shortages and surpluses to
control movement of blood from adjoining regions. As a result, reductions of blood wastage of
30% and of delivery costs by 64% have been realized.

Markov decision processes

Our ability to analyze large-scale constrained Markov decision processes is continually expanding.
This approach was used to develop optimal maintenance policies for each mile of the 7,400 mite
network of highways in Arizona. The model integrates management policy decisions, budgetary
policies, environmental factors, and engineering decisions. During the first year of
implementation the model saved $14 million, almost one-third of Arizona’s highway preservation
budget. The forecast for future annual savings is about $25 million.
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Stochastic service systems
Using the Defense Communications Engineering Center’s queuneing based circuit switch integration

and analysis model, the Defense Communications Agency saved $150 million over the past 10
vears by a yearly reconfiguradon of the CONUS AUTOVON network, a Department of Defense
telephone network in the United States which handles military communications and has a

precedence and preemption capability.

An outlook on a research agenda

Qperations research is a rich field possessing deep intellectual conteni. It has many varied subfields
and numerous applications in engineering, physical sciences, economics, management, and social
sciences. A dynamic field, it has successfully renewed itself through new lines of inquiry and
application. No brief assessment of a research agenda could do the field justice.

What follows highlights five major OR areas. They are not meant to be all inclusive — many areas
are not covered. Two are theoretical ( optimization and stochastic processes), one is applied
( manufacturing and logistics) , one has major elements of both theory and practice { the OR/Al
interface } , and one studies underlying processes ( operational and modeling science).

Optimization

Optimizing — determining how to get an objective function er performance index to its maximum
within the limits of available resources and technology — is a fundarnental goal of decision making
and, moreover, an important tool in engineering design. For more than three decades, research in
optimization — a considerable fraction of which has been funded by the STOR program of NSF —
has been active and fruitful, with payoffs accumulating through a multitude of applications.

Linear programming is widely used throughout the world. Optimization also involves techniques
for solving large-scale, discrete, nonlinear, multiobjective, and global problems. Some recent
advances in the field have such great potential that they have been cited prominently in popular
publications, including the New York Times and the Wall Street Journal. Moreover, optimization
is in a new stage of proliferation because its techniques are now accessible to microcomputers,
Since optimization has achieved a degree of maturity , it is natural to take a hard look at what can
be expected from further research.

In the more mature areas such as linear programming and unconstrained optimization, and in those
of intermediate maturity such as integer and constrained convex optimization, emphasis will be
placed on rapid, large-scale computation. This will be driven both by the need to solve large
problems in manufacturing and logistics, and by the opportunities created in new computer
technologies such as parallel processing. Research in such newer and lesser understood areas as
global , multicriteria, and qualitative optimization, will necessarily deal with basic issues.



Stochastic processes
We live in a world in which we have limited knowledge and an inability to predict the future with

certainty. A telecommunications network may suddenly be flooded by calls; a vital machine in a
manufacturing plant may fail unexpectedly; a firefighting service may be called into action without
warning. The study of stochastic processes provides us with a systematic way to model, design
and comtrol service systems characterized by such uncertainty, Operations research will continue to

provide an observational framework for such studies through fundamental research into fonndations

of probabilistic phenomena.

Flexible manufacturing systems ( FMS ) and computer/communication networks exemplify
complex systems that fall into a class called discrete event stochastic systems { DESS). The
efficient design and operation of these systems is extremely important to economic
competitiveness, yet system behavior is not completely understood. Present methods of analysis
and design of DESS focus on their behavior in the steady state, a conceptualization that requires
performance measures to be made “in the long run” or “averaged over time. ” Yet, most systems
exhibit dynamic behavior on their way to (or sometimes even during) the steady state that may
produce a deviation in performance from that computed by steady state analysis. Design and
control of such systems ( for example, multiechelon spare parts inventories, integrated
manufacturing cells, or computer/communication nets) involving explicit consideration of the cost

or impact of transient behavior, is now a real possibility.

Similarly, most current analyses presume time stationary of input parameters { arrival rates,
processing time ,movements, linkages) when, in fact, the actual parameters often vary with time,
perhaps with some degree of regularity or even control. Errors introduced into existing design and
analysis models by “average” or “typical” parameter values need to be addressed and the resultant
understanding utilized. Some relatively new methodology already incorporates time varying system
parameters; more must be developed.

There are two major problems in modeling and analyzing stochastic service systems: design and
control. System design is concerned with finding answers to strategic questions of resource allocation,
such as how many machine maintenance repair stations should be built in a manufacturing facility, or
what the capacity of data links incorporated into a telecommunications system should be. System
control deals with day-to-day operations or tactics; for example, when to activate additional repair
crews, or when to temporarily prevent new messages from entering a systen.

The OR/Al interface

The primary objective shared by OR and artificial intelligence ( Al) is to provide methods and
procedures that support effective problem solving and decision making, The two disciplines
approach this common objective in fundamentally different but complementary ways. Al problem
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solving techniques tend to be inferential and to rely on expert knowledge and heuristics; OR uses
algorithmic, mathematically based approaches. Adtificial intelligence emphasizes qualitative
aspects of problems; OR emphasizes the quantitative. A careful integration of these two
approaches to problem solving shows significant promise for improving the capability and,

notably, the acceptability of problem solving systems.

Operational science and modeling science

Most current research in OR focuses on the development and improvement of its technological
methodologies for passing from a formalized model of the phenomena and preferences arising in
some problem of design or decision, to a *solution” of a problem using the model (a
recommended design or operating policy, for example ). This natural focus has scored notable
successes, and remains rich in intellectual promise. But the narrowing of emphasis from problem
solving to model utilization has limited the development of two equally fundamental research areas

underlying problem solving,

One of these is operational science, which may be defined as the systematic study - empirical and
analytical — of the major generic processes, such as routing or maintenance, arising in OR.
Whereas other branches of engineering may turn to well established sciences for basic data and
theory, OR must often develop on its own much of the descriptive and predictive “science” of the
phenomena it treats.

The other area is modeling science, the application of OR methodology, to the identification of
fundamental principles and concepts for guiding the construction, use, and evaluation of OR
models. The process of model building — considering parameters such as resources available and
time pressures — is a fertile area for further research.

While enhancement of OR model utilization technology must contintie, it needs to be reinforced
and balanced through intensive research into both operational science and modeling science.

Manufacturing and logistics

The design, evaluation, and control of production and distribution systems have been, and will
continue to be, vital focuses of OR. The scope of research here includes ail activities by which
labor, raw materials, and capital are mobilized to bring goods to market. While this discussion
focuses on physical production, the provision of services involves similar issues of resource

allocation and management.

To compete effectively in the markets of today and tomorrow, the entire production and
distribution stages of the product realization process must act in concert, so as ultimately to deliver
the right products at the right prices to the right places at the right times. Failure to do so
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predictably results in waste: excess inventory, poor quality, poor customer service, and

unnecessary cost. The globalization of markets and the compression of product life cycles have
only increased the urgency of this issue. The powerful impact of coordination has become widely
recognized in recent years because of the success of the just-in-time (JIT) system, first used in
Japanese companies, and now in several firms in the United States. This approach only works in
certain settings, however; for example, supply and production lead-times must be regular and
predictable. Attempts to impose the JIT system on inappropriate settings have resulted in
spectacular and well publicized failures. The best features of the method must be adapted to

designs for realistic, integrated approaches to coordination.
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Operations research, as defined by the Operations Research Society of America, “is concerned
with scientifically deciding how to best design and operate man-machine systems, usually under
conditions requiring the allocation of scarce resources. ”
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Work-Measured Labor Standards —
R dNElHahlad -

Wurk-mcaﬂlrﬂi labar standonds have been around for aboul a century , and they will conlinue
o be around for the foreseeahle Fulure, They are useful wools applicable 10 many areas of
business. Perhaps ihe only thing wrong with these tools s their lack of a buzz word or caichy
atronyin. Mavbe they should be called WMLS 1w keep up with the times.

For many years, work-measured labor standands were recopnized as being very helpful in
identifying remedics for thoss companies ailing from productivity problems. Dr. W, EBdwands
Deming was one of the first persons 1o down-grade fabor standards. Poind 11b of his famous 14
podmis states: " Eliminate numerical quotas for the work force, ™

Using labor standands 10 determine workers' pay has generally proven to be demoralizing and
adversarial and ineffective in the long min. Workers end up achieving 150-200 percent of the old
sandards, or perhaps they amply loal arcund once the sandard 15 met. Stock holders ane
unhappy ; management s unhappy : and workers end up losing respect for managemenl. ft's a
demorulizing situation for everyone. Labor standands are not really useful for whipping workers
intn being prochuctive. Dr. Deming's pomt makes sense. :
But have you ever had 10 cost out a product or service, or cost estimate a proposed new product or
service? Have you ever had to schedule a job and give a customer an estimated delivery date, and
then oeganize workers 1o produce the prodact? Have you done any simulation? What did you use
i determing the labor Gmes? Was if just magicT OF course nod. Yoo vsed some form of standard
times, even if they were only quick estimates on a napkin over lunch.

If you're a manufaciurer, chances are you have a bill-of-maierials { BOM ) sysiem o determine
standard parts cost. Do you also have an equivalent bill-of-labor system to determine standand
Lkt camels”

Hasically, you need o formakize your labor tmes, and your labor costs. Il your stundard Inbor
times are realislic, your costing is more accurake, and your delivery times are also more sccuraie,
The complaint “ I can't afford 1o sel standard tmes” should be followed by the question " Can you
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afford not to?”

Let’s be realistic about it. There is no soch thing as an “accurate” labor standard time. Human
workers come in at least a billion models with varying physical, mental, and emotional
specifications and work under varying environmental conditions. This variety makes “average” or
standard times extremely difficult to determine. Standard times are standard times only because all
parties involved agree they are standard times. This is an important point.

The key is to quickly and economically develop and maintain standard times that are as close to

real life as possible.

Developing standard times
Five techniques are commonly used to develop standard times: motion analysis, time study,

activity sampling , historical data, and estimates.

Motion analysis — This technique involves dividing a task into its component motions, then looking up
the motion times on a chart or data card of a pre-determined motion times system ( PMTS). PMTSs
currently in use include Methods Time Measurement (MTM) , Maynard Operation Sequence Technique
(MOST), Modular Arrangement of Predetermined Time Standards ( MODAPTS), Master Standard
Data {MSD), Motion Standard Times (MST) , and Work Factor.

Motion analysis is applicable to short-cycle, highly-repetitive tasks. Most PMTSs have been
computerized by one or more vendors. Compliterization ranges from rapid code validation and
autornatic calculation, to question and answer scenarios, to interactive expert systems. Choosing a
PMTS is basically a matter of finding one you like, then selecting the computer impiementation
that is appropriate and affordable. Computerized PMTSs are typically part of larger, often
expensive, standards management software. Applying a PMTS can be tune-consuming, whether
it’s computerized or not. However, a PMTS forces you to look at the method you use to
accomplish a particular job, which promotes methods improvement. But, remember, a PMTS is
best for short-cycle, highly-repetitive tasks.

Time study — The most widely used tool to develop standard times is still time study. Time study
reflects what is happening in your job or project. It is also easy to learn and nse. Now, the PC has
made summarization of time study data a matter of seconds instead of hours.

A computerized study is taken on an electronic hand-held data collector by assigning a code
number to each element. Element codes are entered into the data collector as they occur. A ume
key is pressed at the end of each element, at the breakpoints. The data becomes a series of code ,
time, code, time, etc. Rating or leveling factors are also entered into the data collector. Data are
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then sent to the PC for almost instant summarization. Statistical error figures and graphical
histograms can quickly point out any highly variable elemenis, possibly indicating a bad method.

The real key in computerized time study is actually the data collector, not the software. For
example, many firms have used spreadsheet software for summarization. However, taking the study
by stopwatch and typing the values into the spreadsheet saves little if any time. But it does invite entry
errors. It’s far better to use a data collector or hand-held computer — even a laptop computer —
for conducting the stady. This applies no matter what software you use for summarization,

Activity sampling — An often overlooked tool is activity sampling, usually called work sampling
by North American IEs. In this technique, a group of workers are observed at random times and
their individual activities noted each tour, After a week or two, the average time spent on each
activity can be calcolated, and stafistically justified. The average time per piece can then be

determined.

Activity sampling can quickly establish standard times on highly variable or iong-duration tasks.
The key to fast and easy activity sampling is an electronic data collector and PC software. Subject
or activity codes are entered into tHe data collector. The data are then sent to the PC on a daily
basis. This allows for almost instant summarization at any time during the course of a study.
Activity sampling can also uncover bottlenecks and determine reasonable allowances,

Historical data -— This really is not a tool as much as it is a good shop practice. Keep accurate job
records. If you have an electronic jobclock system, historical times from past jobs offer an
excellent source for standard times. As methods change, the standard times gradually change,
using a moving average approach. This can be especially beneficial on long tasks that might
change from job to job as methods improve.

Estimates — A well-reasoned estimate is what makes a standard a good standard especially for
seldom-performed, highly variable tasks. Be sure to get estimates from at least three people who
do the task. Then average them, and discuss the average with all three individuals. Put if in your
computerized standards system.

Let’s quickly review the techniques, and put them into perspective according to the tasks for which
they apply

® Motion analysis: very short, repetitive tasks;

* Time study: short, repetitive and variable tasks;

* Activity sampling: longer, variable tasks;

¢ Historical data: long, repetitive and variable tasks;

* Estimates; seldom performed, variable tasks.
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The main point is this; Use the tool that develops the standard time consistent with the type of task
involved. Use a computer program if a large amount of data is involved, such as time study and

activity sampling data.

Maintaining standard times

Far too many U. S. companies have developed — or had a consultant develop — standard times
and then stopped there. One of the biggest problems in American industry is “creeping methods
changes. " Methods improve, but acceptable standard times are not updated to reflect the newer
standards. It is as important to update your standard times as it is to develop them in the first

place,

How can you do that economically? A computer can help a great deal. Although you can use
spreadsheet and database software, programs are available specifically for maintaining standard
times. The programs typically store measured times, then use them to develop and maintain
worker and product standards. Such programs feature several “levels” of standard times, but they
can usually be characterized as having three major levels; elements, operations and routers.

Elements — Individual work-measured times are often referred to as standard elements or standard
data, Some companies maintain standard data in ring binders, but most don’t even bother
cataloging individual work-measured time elements. A PC-based system encourages standard data
development and application because it simplifies the process and eliminates extra paperwork.
Most software programs offer integrated motion-level standard data in the form of an mtegrated
PMTS. But your time study, activity sampling, historical data, and estimate elements are also
legitimate standard data elements. Such elements can be cataloged in a computerized standards
system for rapid application to worker standards. This is much faster than looking them Hp in a
ring binder.

Operations — Worker standards are often referred to as operation or process standards, and are
typically paper systems just begging for computerization. The operations or process level is the
core level in any PC-based standards system, and it often offers side benefits such as
manufacturing line balancing. Frequencies, allowances, internal elements, setup elements,
workplace layouts, assembly sketches, operator instructions, and other worker-oriented aspects are
also handled at this level.

Routers — Product standards are usually called routers or routings, and then summarize setup and
run times from several operations. Costing and scheduling are accomplished at this level. Routers
are typically computerized as parts of an MRP II or other mainframe costing system. However,
routers can also be part of a PC-based standards system, offering automatic updates as operation

times change.
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Like any standards system, a computerized standards system wonr’t help — and can be counter-
productive — if it is not kept up-to-date. If you expect to continue to produce accurate labor costs
and cost estimates, and meet promised delivery dates, keep your labor standards current. Actual
time spent updating isn’t burdensome, especially when your standards are computerized.

Most computerized standards systems feature an integrated PMTS to help the user develop
standards. But don’t let that be your primary purpose for “buying into” computerized standards.
Maintaining your standards comes first. Look upon an integrated PMTS as a bonus, but just for
those highly-repetitive short-cycle tasks. The primary purpose of a computerized standards system
should be to manage standards, not create them.

Summary
Since practically everyone is already using standard times in one form or another, using work
measurement to develop these times is simply an improvement on what you are already doing.
( You’re using times from some source, even if they are simply educated uesses. )
Computerization not only speeds development, but fosters maintenance of standards. The
following 6 points will help clarify some points regarding standard times .
1. Standard times are necessary for costing and cost-estimating, and for scheduling and
manpower allocation.
2. a. A standard time is not a standard time unless all parties involved agree it is a standard
time.
b. Never use the word “accurate” when discussing standard times.
3. The more realistic your standard times, the more realistic your costing and scheduling.
4. Use the fastest, easiest work measurement technique that is consistent with the task being
measured : motion analysis, time study, activity sampling, historical data, or estimates.
5. a. Constantly check to be sure the method being used is the same as the standard-time
method.
b. Change a standard time as more data becomes available for the task ( such as historical
data },
¢. Change a standard time whenever the method changes.
6. Use a computer.
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- Perhaps the only thing wrong with these tools is their lack of a buzz word or catchy acronym.
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. Human workers come in at least a billion models with varying physical, mental, and emotional

specifications and work under varying environmental conditions.
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- Standard times are standard times only because all parties involved agree they are standard

times.
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. Like any standards system, a computerized standards system won't help — and can be counter-
productive — if it is not kept up-to-date.
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The origin of ergonomscs
Ergonemics is the scientific disciplinge that is concerned with the imeraction between humans snd

artifacts and the design of systems where people participate. [t deals with the design of systems
that people use at work and leisure, tools that are used (o perform tasks, and procedores and
practices thal organize human activity, The purpose of the design activities is 0 maich systems
jobs, products and environments o the physical and mental abilities and limitastions of people. A
complementary way to make a system function is (o train and educate the operior or the user of
the system. Ideally, however, systems should be designed 5o that they are intuitive to use and do
nol require special mmaining or education.

The word ergonomics comes from the Greek ergo ( work ) and homos { rules, law ). It was frst
used by Waojciech Jastrachowski in a Polish newspaper in 1857 Owe may argue thay ergonomics is
nothing new. Hand twols, for example, have been used since the beginning of mankind, and
ergonomics was always a concerm. Tools concentrate and deliver power, and aid the human in
tasks such as cunting, smashing ., scraping and piercing, Varous hand (ools have been developed
since the Stone Age, and the interest in ergonomic design can be traced back in history.

Ramazeini, in the eighteenth century, published a book, The Diseases of Waorkers, where he
documented links between many occupational hazards and the type of work performed, He
described, for example, the development of cumulative traums disorder and believed that these
evénts were caused by repetitive motions of the hand, by constrained body posture, and by
excessive memal stress,

LaMestrie’s controversial book L'homme Machine was published in 1748, m the beginning of the
Indusirial Revolution. Two things can be learned from LaMettrie's writings, First, the comparison
of humun capebilitics and machine capabilibes was already a semsitive issue in the eighteenth
century. Second, by considering how machines operate, one can also learn much about human
behavior. Both issues are @ill debated in ergonomics today. For example, the comparison of robots
and humans has made us understand how industrial tasks should be designed 1o better fit humans.,
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Rosenbrock pointed out that during the Industrial Revolution there were efforts to apply the
concepts of a * human centered design’ to tools such as the spinning-jenny and the spinning-mule.
The comcern was to allocate interesting tasks to the human operator, but to let the machine do

repetitive tasks.

At the beginning of the twentieth century, Frederick Taylor introduced the ‘scientific’ study of
work. This was followed by Frank and Lillian Gilbreth who developed the time-and-motion study
and the concept of dividing ordinary jobs into several small micro-elements called * therbligs’ .
Today there are sometimes objections to Taylorism, which has been seen as a tool for exploiting
workers. Nonetheless, these methods are useful for measuring and predicting work activities.
Time-and-motion study is a valuable tool if used for the right purpose!

Industrial psychology in the beginning of the twentieth century emphasized how one could select,
classify and train operators who were suitable to perform the task. The research on accident
proneness is typical of this era. Accident proneness implies that there are certain individuals with
enduring personality characteristics, who incur a majority of accidents. If one can understand how
these individuals differ from °normal’ people, one can exclude them from activities where they
incur accidents. This approach, which dominated research for about 20 years, was not fruitful
since accident proneness and many personality features are not stable features, but change with age
and experience. In current ergonomies there is a realization that human error is mostly caused by
poor design, and the emphasis is to design environments and artifacts that are safe for all users,

In Eurcpe, ergonomics started with industrial applications in the 1950s, and used information from
work phystology, biomechanics and anthropometry for design of workstations and industrial
processes. The focus was on the well-being of workers and manufacturing productivity. In the
USA, human factors engineering, human factors and engineering psychology developed from
military problems, and had their origin in experimental psychology and systems engineering. The
purpose was to enhance systems performance. Today these two traditions have fused. It is
indicative that the Human Factors Society in the USA recently changed its name to the Human

Factors and Ergonomics Society.

Since the 19508 ergonomics and human factors have proliferated in Asia, Africa, Latin America
and Australia. In many industdally developing countries { IDCs) ergonomic probtems have
manifested themselves, and have become more obvious in the era of rapid industrialization. The
transformation from a rural, agrarian to an urban, industrialized life has come at a cost, and
workers are ‘ paying’ in terms of a tremendous increase in industrial injuries and in terms of
worker stress. Many of these problems remain hidden, beecause official statistics that can
illuminate the true state of affairs are not usually available, Industrialization has come about too
quickly,, and many societies have difficulties in coping with the changes in infrastructure,
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In the transition to the new industrial world TDCs are bypassing several stages of development and
are immediately immersed in the computerized global environment. What took the western world
200 years, may be accomplished in 20 years. Associated with this development is a new
ergonomics problem that deals with the globalization of communication, integration of resources
and global management. This problem is shared by the IDCs and the Western countries. The
" Asian tigers’ are well positioned to take the lead in this area, but at the present time they lack
some of the necessary infrastructure in terms of experience and trained personnel. There is
wemendous economic potential in designing usable systems for global communication and
customized markets. Technology transfer from the Western world is important, but must be
concerned not only with the adaptation and use of machines but also with the entire ipfrastracture
of training local users to develop independent capabilities so that they can act freely on the global

market. Ergonomists who understand these problems will have a significant role to play.

A systems description of ergonomiecs
The purpose of this section is to describe the evolving science of ergonomics in a systematic
context. Most ergonomics problems are well described by a systems approach. In Figure 1, an
environment-operator-machine system is considered. The operator {or user) is the central focus in
ergonomics and should be described in an organizational context, which is the purpose of
Figure 1. The Figure iliustrates only the most important operator concepts. In reality, human
perception, information processing, and response are much more complex with many feedback
Ioops and variables that are not detailed in Figure 1.

ENVIRONMENT OPERATOR MACHINE

FEATURES

Automation
Computers

ompetence. Motivation, Age. Gender,
Body Size and Strenglh

RGANIZATION odulating Varizbles: Neeads, Attitudes.
Responsibilities c

Competence
Satety Design

Perception Conlrol

TASK Visual —
Composition Auditory Manual
Allocation Yerbal
Feedbuck Stress

Time, Informatio

AMBIENT
MNoise
Climate
Llluminalion
_“ 3 3 |
Performance ® ’ Performance Performance | Performance '
Requirements Limitations Capabilities ® Affordances
! |
Measures of Measures of
Negative Quicomnie; Needs, Positive Gutcome:
Errors, Accidents. Altitudes Productivity, Quality
Injuries. Subjective, Time. Subjective
Physiological

Measures of
Satislaction:
Subjective

Fipure 1. Brgonomics systems model for measurement of safety, productivity and satisfaction
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In scientific studies, a classification of independent and dependent variables is often used to
analyze a problem. Since ergonomics studies the effect of environmental and machine design
features on the operator, the dependent variables are associated with the operator sub-system.
These are detailed in Figure 1, and include measures of negative and positive outcome and
satisfaction. The independent variables are associated with design parameters of the environment
and the machine {such as alternative task allocation, different controls and displays).

The operator perceives the environment — mainly through the visual and auditory senses, then
considers the information, makes a decision and finally produces a control response. Perception is
guided by the operator’s attention. From the millions of bits of information available, the operator
is forced to choose the information most relevant to the task. Some attentional processes are
automatic and subconscious ( pre-attentive ) and are executed instantaneously. Some processes
become automatic with training, while some are deliberate and slow strategies that provide more

time for analysis of the situation,

For new or unusual tasks decision-making can be time consuming. The operator will have to interpret
the information, the altematives for action, and to what extent thase actions are relevant to achieve the
goals of the task. For routine tasks, decisions are more or less automatic and much guicker to
accomplish. In this context researchers question whether ‘decision making’ is an appropriate term.
* Situated action” may be more appropriate to describe the automaticity in response.

The purpose of the operator’s response is to convey information through either manual response,
such as control of a machine (e. g. computer) or a tool {e.g. hammer) or an artifact (e, g.
football) or verbal response such as computer voice control of a machine or verbal message to a

co-worker.

There are several modulating variables that affect task performance including; operator needs,
attitudes, competence, expertise, motivation, age, gender, body size and strength. These are
idiosyncratic variables and they are different for different individuals. For example, an
experienced, competent operator will perceive a task differently than a novice operator. She/He
will focus on details of importance, filter irrelevant information and ° chunk’ the information into
larger milts so that it is possible to make faster and more efficient decisions. Body size is an
example of ancther modulating variable, and the purpose of anthropometry is to design the
physical workspace to fit operators with different body size.

Stress is an important variable that affects perception, decision-making and response selection.
High psychological stress levels are normal when the time to perform a task is limited or when
there is too much information to process. Under such conditions the bandwidth of attention may
narrow, and operators develop ° tunnel vision”. Thus the probability of Operator error increases.
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In general, high stress levels lead to increased physiciogical arousal and can be monitored by using
various physiological measures (e.g. heart rate, EEG, blink rate, and excretion of

catecholamines ) .

The sub-system environment is used to conceptualize the task as well as the context in which it is
performed. It could be a steel-worker monitoring an oven. Here organization of work determines
the task allocation; some tasks may be allocated to fellow workers, or supervisors, or computers.
Task-allocation is a central problem in ergonomics: how can one best allocate work tasks among
machines and operators 5o as to realize both company goals and individual goals? Task allocation
affects how information is communicated between employees and computers, and it also affects

systems performance.

The operator receives various forms of feedback from his/her actions. There may be feedback
from task performance, from co-workers, from management and so forth. To enhance task
performance, communication, and job satisfaction, such feedback must be informative. This
means that individuals must receive feedback on how well or poorly they are doing, as well as

feedback through communication.

The ambient environment describes the influence of environmental variables on the operator. For
example, a sieel-worker is exposed to high levels of noise and heat. This increases physiological
arousal and stress, thereby affecting task performance, safety and satisfaction.

The importance of the organizational environment has been increasingly emphasized during the last
few years. This movement in ergonomics is referred to as ‘ macroergonomics’ . Ergonomics is
undertaken in an organizational context, which deeply affects the appropriateness of aliernative
design measures. Company policies with respect to communication patierns, decentralization of
responsibilities , and task allocation have an impact on ergonomics design. One should first decide
who should do what and how people should communicate. Following this analysis individual
tasks, machines, displays and controls can be designed.

Macroergonomics is a much neglected area, and until recently there had not been much research.
One exception is the socio-technical research developed in the UK in the 1950s (e.g. the
Tavistock group). It may be because the human factors research in the military setting was so
dominating in the USA that the importance of organizational context was deemphasized.

For the purpose of completeness of description it is noted that organizational considerations are
important in the work context, but are less important for design of leisure systems and consumer
products. These are typically used by individuals who do not have to consider collaboration and
task delegation.

W EoF EmTHTIZ GTYP
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The machine sub—syst.e;rn is broadly concepmalized in Figure 1. The term ‘machine’ is in a sense
misleading, since it symbolizes any artifact. The *machine’ could be a computer, a VCR, or a
football. The term ‘controls’ denotes machine controks that are used by the operator. Note that
machine control may be taken over by automation and computers through allocation and delegation

of tasks to autonoOmous processes,

As a result of machine control, there is a changing state that is * displayed’ — it can be seen or
heard; a pocket calculator will show the resuits of a calculation, the melting iron in a steet plant
will change temperature and color, a compuier will produce a sound, and the toaster wilt ‘ pop’
the bread. All of these are examples of displays. They convey visval or auditory information, and

they can be designed to optimize systems performance.

It is important to note that the system in Figure 1 has feedback. Machine information is fed back to
the environment sub-systemn and becomes integrated with the task., Ergonomics is concermed with
dynamic systems. It is necessary to go around the loop and incorporate the effect of feedback.
Ergonomics is in this matter different from other disciplines. In experimental psychology, for
example, there is no requirement for study of dynamic systems.

The system in Figure 1 will be used to discuss three major system goals in ergonomics: safety,
productivity, and operator satisfaction.

The goai of safety

Ergonomics is rarely a goal by itself. Safety, operator (user) satisfaction and productivity are
common goals. Ergonomics is rather a design methodology that is used to arrive at safety,
productivity and satisfaction,

The safety status of a system can be assessed by comparing the performance requirements of the
environment with the performance limitations of the operator ( Figure 1). A task will impose a
demand for operator attention, and this demand varies over time. For example, a car driver must
sometimes look constantly al the traffic and at other times the traffic situation is less demanding,
At the same time operator attention varies over time. A sleepy driver has a low level of attention ,
while a driver of a racing car has a high level of attention. If the task demands are greater than the
available attention, there is an increased risk of accidents or errors. Hence it is important to
understand how the limitations imposed by operator perception, decision-making and control
action can be taken into consideration in design, sc as to create systems with [ow and stable
performance requirements.

Injuries and accidents are relatively rare in the workplace. Rather than waiting the accidents to
happen it may be necessary to predict safety problems by analyzing other indicators (or dependent
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variables ) such as operator errors, subjective assessments and physiological response variables.
These measures are indicated in Figure 1 under the heading of ‘ Measures of negative outcome’ .

In the case where the system must be redesigned to make it safer, there may be several different
optiens, including .
(1) The allocation of tasks between workers and machines/ computers. Workers may be
moved from a hazardous area and automation could take over the job.
{2) Work processes and workstations can be redesigned to optimize worker posture, comfort

and convenience,
(3) The exposure to ambient parameters including illumination, noise and heat stress can be

reduced.
(4) Organizational factors such as allocation of responsibility and autonomy as well as
policies for communication can be changed.
(5) Design features of a machine can be mnproved, including changes of controls and
displays.
These and other options for redesign can be derived from Figure I.

The goal of productivity

As mentioned, systems design has three goals; safety, productivity and operator satisfaction.
Their relative importance vares depending on the system. In a nuclear power plant, safety and
production of electricity are two self-evident goals, and together they determine the design of the

plant.

To enhance system performance one can design a system that improves performance affordances.
This means that through efficient design of the system the operator can excel in exercising his/her
skills. Such system design makes it possible to perceive quickly, make fast decisions, and

exercise efficient control,

To improve system performance an ergonomist could, for example, design system affordances so
that they enhance important skill parameters: handling of machine controls becomes intuitive
{e. g. through control-response compatibility ) , interpretation of displays becomes instantaneous
(e. g. through use of ecological displays).

In Figure 1 several measures of positive outcome are indicated. One can measure productivity ,
quality, time to perform a task, and one can ask the operator how well the system works
( subjective assessments }. These measures are the common dependent variables used to measure
the productivity of a system.
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The trade-off between productivity and safety

Ergonomics improvements may focus on reducing operator errors as well as increasing efficiency
or speed of operation. It may, however, be difficult to simultaneously improve both safety and
productivity. In general, the greater the speed { of vehicles, production machinery, etc. } the less
will be the time available for the operator to react. A shorter time for operator reaction will
compromise safety but increase productivity. Operators have a choice between increased speed or
increased accuracy, which is referred to as speed-accuracy trade-off or SATOQ. Industrial managers
often encourage employees to increase both speed and accuracy ( productivity and quality ). This is
contrary to the concept of SATO and hence difficult or impossible to achieve.

In industrial production systems it will, however, be possible to improve safety and quality of
production at the same time. A reduction of operator errors will typically lead to improved safety
as well as improved production quality. An emphasis on quality of production may therefore be
more appropriate and more effective than the wraditional approach in industry to stress on quantity
of production,

The goal of operator satisfaction

Operator satisfaction is conceived in a broad sense: from worker satisfaction to user satisfaction.
Various aspects of dissatisfaction such as job dissatisfaction or consumer dissatisfaction are also
considered, The main point in Figure 1 is that ( dis ) satisfaction may be predicted by comparing
operator needs and attitudes with the performance requirements of the environment and the
performance affordances of the machine.

Satisfaction and dissatisfaction are mediated through the operators” needs and attitudes. Since
needs and attitudes are different among different individuals, some users can be satisfied with a
system while others are dissatisfied. Needs and attitudes vary substantially between countries and
cultures. What are considered workers’ rights in Sweden {(e. g. to have a window in your office)
are less important in other countries. In Sweden, a lack of window would cause great
dissatisfaction, since office workers have acquired * a need, but workers in the USA may not
think twice about this.

For safety and productivity, it was noted above that there is a trade-off : improved safety leads to
lower speed of production and vice versa. For job satisfaction or dissatisfaction there does not
seem to be any similar trade-offs. One would think that a satisfied worker would produce more
and a dissatisfied worker would produce less. One would also think that a satisfied worker would
be safer and a dissatisfied worker not so safe. However, extensive research on these issues has not
been able to demonstrate that there is a connection.
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Owing to the diffusion of computer technology and complex machinery new interests have emerged
in ergonomics. Cognitive ergonomics, usability studies, human reliability, and human-computer
interaction are current top priorities, Organizational design and the study of industrial change
processes and continuous improvements are also important. Biomechanics and work physiology are
less dominating than they were in the past, except that there is a renewed interest in biomechanics

due to musculoskeletal disorders.

It is interesting to note that this trend is valid not only for industrialized countries but also for
industrially developing countries. Since the beginning of the history of ergonomics around 1950,
society and technology have developed tremendously. Brian Shackel characterized the
development as follows .,

1950s — military ergonontics

1960s — industrial ergonomics

1970s — consumer products ergonomics

1980s — human-computer interaction and software ergonomics

19205 —— cognitive ergonomics and organizational ergonomics

The mterest in the 2000s will be on global communication. This type of ergonomics is driven by
the global markets and its main purpose is 10 enhance global trade and interaction. It is facilitated
by Internet communication, and it makes it feasible to start virtual organizations.

There is also an ergenomics interest in dealing with gltobal environmental and social problems,
such as the pollution of the big cities, crime, the trend of unemployment, and so forth. Moray
(1991) suggested that ergonomics methodology could be used for solving these types of
problems, since they are based on behavior of the individual and may be solved by giving forceful
feedback to the individual.

Ergonomics is a science of design. The design methodology as illustrated in the systems approach
in Figure 1, is well suited to solving problems outside the traditional sphere of interest.
Ergonomics will continue to evolve and professional ergonomists must extend their knowledge to
deal with a rapidly changing scenario. This will require increasing interaction with other disciplines
to solve problems of an interdisciplinary nature. There is also a need for communication and
collaboration between ergonomists in proposing ergonomics design measures. Aciivities in research
and development may be based on local information, but the design solution may be supported by
many ergonomists working in synergy around the world.

Clearly the profession is driven by design requirements from users, markets, industries, organizations
and povernments. Ergonomics must be able to quickly respond to the changing needs of society,
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@ Notes

1. Accident proneness implies that there are certain individuals with enduring personality

characteristics, who incur a majority of accidents.
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2. The transformation from a rural, agrarian to an urban, industrialized life has come at a cost,
and workers are ‘paying’ in terms of a tremendous increase in industrial injuries and in terms

of worker stress.
AEL IS = AR A 25 5 LUR AL 0 £ T A S5 M3 1 T — 2 R, X 4R
HrR T AR A Tt F M TR TR i

3. Technology transfer from the Western world is important, but must be concerned not only with
the adaptation and use of machines but also with the entire infrastructure of training local users
to develop independent capabilities so that they can act freely on the global market.
RAE U TT 5 B ARIR T B, (HL ARFE LE (R 12 A5 B8 S Al o A - £ 2 336 o 0 it )
BLER , T ELIR B2 B (T S iR R 5 53 st A - (7 T B Fr ok o7 B 0 DA EL BB 7E © BR AL A9
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4. Ergonomics is rather a design methodology that is used to arrive at safety, productivity and

satisfaction.
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Next Generation Factory Layouts -
21 HEeRIreE ———————————————

T here is an emerging consensus that existing layout configurations do not meei the needs of
multiproduct enterprises and there is & need for a new generation of fuctory layoans that are
more Mexible, modular, and easy 10 reconfigure. With increased flexibality modularity . and
reconfigurability, factories. could avoid vedesigning their layouts cach time heir priduction
requirements changed. Creating new layouts can be expensive and disruptive, especially when
faciories must shut down. Because factories that operate in volatile environments or introduce new
products regularly cannod afford frequent disruptions, plant managers often prefer o live with the
inefficiencics of existing layouls rather than suffer through costly redesigns, which may quickly
hecome obsolete.

Cooventional layouts, suech as product, process, and cellular layouts, do nol meel ihese noeds.
They are typically designed for & specific product mix and production volume that are assumed 1o
continue for a sufficiently long period ( usually, three to five years ). The evaluation criterion used
in most layoul design procedures — long-term material-handling efficiency — Fails 1o capture the
priorities of the Aexible factary ¢ for example, scope is more important than scale, responsaveness s
maore important than cost, and reconfigurability is more imponant than efficiency ). Consequemly .
layout performance deteriorates as product volumes, mix, or roulings fluctuate. A static measure of
muterial-handling efficiency also [ails 1o capture the impact of layoul configuration on aspects of
operational performance, such as work-in-process  accumulation, queve Himes al  processing
departrments, and throughput mates. Consequently . layouts thal improve material handling often
cause tnefficiencies elsewhere in the form of long lead times or large in-process inventories,

When product variety is high or production volumes are small, a functional layout, with all
resoiirces of the same type in one location, is often thought 1o provide the greatest flexibility
{ Figure 1). However, a functional layow is notorious for its matedal-handling inefficiency and
scheduling complexity , which can lead w long Jlead times, large work-in-process inventories, and
ineMicient material handling. While grouping resources based on function provides some
ecomamies of scale and simplicity n allocating workloads, @ makes the layoul susceplible o
manufacturing incfficiencics when there are changes in product mix or routings. Such changes
often require a costly redesign of the plant layout or the material-handling system.
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BENJAAFAR, HERAGU, AND IRAN}
Factory Lavouts
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(a)Functional layvoul (b} ellular layout

Figure 1. In a functiopal layout, resources of the same type are placed in the same location, while in a
cellular layout, resources are partitioned into cells, each dedicated to a family of products

An alternative to a functional layout is a cellular configuration, in which the factory is partitioned
into cells (Figure 1), each dedicated to a family of products with simitar processing requirements.
Although cellular factories can simplify work flow and reduce material bandling, they are
generally designed to produce a specific set of products whose demand levels are assumed to be
stable and product life cycles sufficiently long. In fact, cells are usually dedicated to single
product families with little aflowance for intercell flows. Cellular factories are inefficient when
demand for existing products fluctuates or new products are introduced often. Some authors have
proposed alternative cellular structures to overcome these problems, such as overlapping cells,
cells with machine sharing, and fractal cells. Although an improvement, these alternatives remain
bounded by their cellular structure.

Layout design procedures, whether for functional or cellular layouts, have been largely based on a
deterministic paradigm. Such design parameters as product mix, product demands, and product
routings are assumed to be known with certainty. The design criterion is often a static measure of
material-handling efficiency ( a t1otal adjacency score, total material-handling cost, or a
combination of both ), which does not capture the need for flexibility and reconfigurability, In
fact, the relationship between layout flexibility and layout performance is poorly understood and
analytical models for its evaluation are lacking. The structural properties of layouts that affect their
flexibility are also not well understcod. Current design criteria do not capture the effect of layout
on such performance measures as congestion, cycle time, and throughput rate. They also ignore
the impact of such operational parameters as setup, batching, and loading and unloading at work
centers. More important, they measure only average petformance and in so doing cannot
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guarantee effectiveness under all operating scenarios. Clearly, we need a new class of layouts,

new evaluation criteria, and new design models and solution procedures.

Emerging trends in industry
Several important trends are emerging in industry that could transform the layout design problem or
even eliminate it. We focus on five of these trends to highlight the interaction between new

business practices, new technologies, and layout design.

Contract Manufacturing

In many industries, outside suppliers are increasingly doing most of the manufacturing and
assembly for original equipment manufacturers ( OEMs). Along with just-in-time deliveries,
outsourcing has led to firms reconfiguring their final assembly facilities to accommodate closer
coupling between suppliers and OEMs. For example, many automobile manufacturers allow
suppliers to deliver components directly to points of use on their assembly lines. They have
designed multiple loading docks and multiple inventory drop-off points throughout their factories.
To support modular plants, designers are using spine layouts ( Figure 2) , with the product moving
along a main artery, or spine, through the plant. Linked to the spine are mini-assembly lines
owned by the suppliers, each attaching its own module to the moving product. The hybnd layout
has features of a flow line and multiple, autonomous cells. The configuration allows the plant to
add and remove suppliers without changing the main layout. It also gracefully accommodates the
growth and contraction of supplier operations. Facility planners had to choose layouts that make
material handling efficient not only in each individual plant but throughout the complex. The
challenge for facility planners is then to develop a layout and a material-handling system to permit
high efficiency at the core and flexibility and reconfigurability at the periphery. The design metrics
should certainly be different depending on the area of the plant, but the design tools should also
support a variety of layout types within the same facility. The modular layouts we discuss later
address in part the challenges of constructing such hybrid layouts.
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Supplier ' s production line

Figure 2. In a spine layout, products move along a main artery through the plant. Linked to the spine
are mimi-assembly lires owned by independent suppliers who attach additional modules as needed
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Delayed Product Differentiation
Increased product variety and the need for mass customization has led many companies to delay
product differentiation, postponing the point in the manufacturing process when products are
assigned individual features. Companies do this, for example, by building a platform common to
all products and differentiating it by assigning to it certain product-specific features and
components only after actual demand becomes known. They create hybrid facilities consisting of
flow-line-like components where they build the common platforms and job shop-like components
where they customize the products. If final products are easily grouped into families, the job-shop
structure could be replaced by cells, each dedicated to one of the product families { Figure 3).
Taken to the extreme, delayed differentiation can eliminate the problem of designing layouts
altogether. For example, if customization takes place at the point of sale or in distribution
warehouses, as is increasingly the case for computers, the factory becomes a single high-volume,
low-variety preduction line. Hewlett-Packard has implemented such a strategy by carrying out the
localization steps for its computers and printers in its overseas distribution centers { for example,
its distribution warehouses install country-specific power supplies and power cords). The blurring
of the lines between warehousing and manufacturing raises interesting questions. How does
transforming warehouses from pure storage facilities to facilities that also do light assembly affect
their design? How should the layout of warehouses change to accommodate both the needs of
efficient storage and efficient manufacturing and assembly? In industries where the differentiation
steps are carried out inside the factory, there is clearly a peed for design tools that support hybrid
layouts that may have the features of product, cellular, and functional layouts all under one roof,
The modular layouts we discuss later could be a step in that direction.
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Product customization stage

Figure 3. A plant with delaycd differentiation has a hybrid layout comsisting of two stages. In the first stage,
the plant makes undifferentiated products in a make-to-stock fashion, In the second stage, it customizes the
products based on actual demand { make-to-order production )

Multichannel Manufacturing
The increased emphasis on guick-response manufactuting and minimum finished-goods inventory
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has led many manufacturers and suppliers to invest in additional capacity, often by running paraliel
production lines. By having duplicate flexible production lines shared across products, companies
hope to ensure a seamless flow of material. Depending on downstream congestion, products can
move in and out of neighboring production lines, creating multiple paths, or channels, minimizing
queueing and congestion, Designers of multichannel systems face such challenges as determining
how many duplicate paths to have and how to organize the resource duplicates on the plant floor,

Scalable Machines
In the last few years, there has been a concerted effort in the metal cutting industry to develop

machines that are highly flexible and scalable and that can perform many functions and be adjusted
for various capacities. The functionality and efficiency of the machines can easily be upgraded by
plugging in additional modules or acquiring additional software. If successful, such efforts could
lead to facilities that use one machine for most processing with lifle material handling and
movement. Because a machine can be rapidly configured for different mixes and volumes,

changes in production requirements would have little effect on layout.

Such scalable machines could transform layout design. If material movement became minimal,
factory layouts would be greatly simplified and their design would be less important. Emphasis in
factory design would then likely shift from the detailed design of each processing department to the
higher level integration of these departments { for example, integrating machining with assembly or
assembly with inspection and packaging }.

Portable Machines

Several equipment manufacturers are marketing portable machines that are easily and dynamically
deployed in different areas of the factory as production requirements change. The portable
machines go to the workplace and mount on the workpieces — instead of the other way around
(that is, workpieces are stationary and movement is incurred by the machines}. Hence, factories
would have to be laid out to facilitate the flow of machines instead of parts.

Next generation factory layouts

Three approaches to layout design address three distinct needs of the flexible factory. The first two
approaches present novel laycut configurations, namely distributed and modular layouts. In the
third approach, we use operational performance as a design criterion to generate what we term
agile layouts.

Distributed Lavouts

Distribute¢ layouts disaggregate large functional departments into subdepartments distributed
throughout the plant floor { Figure 4). Duplicate departments strategically located throughout the
factory allow the facility to hedge against future fluctuations in Jjob-flow patterns and volumes. In
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turn, disaggregated and distributed subdepartments reduce material-travel distances for many
production flow sequences. Planners can easily find efficient flows for a wide range of product
mixes and volumes. Such layouts are especially appealing when demand fluctuates too frequently

to make reconfiguring the plant cost effective. In these settings, a fixed layout that performs well

for many demand scenarios is desirable.
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(a)Partially distributed layvout (h)Maximally distributed layout

Figure 4. In a distributed layout, not all equipment of the same type ( represented by a particular shape in the
figure} is placed in adjoining locations. Instead, equipment of the same type is either grouped in multiple
clusters { partial distribution) or placed individually throughout the plant ( maximal distritnstion }

In designing a distributed layout, a firm faces several challenges. How should it create
subdepartments, and how many should it have of each type? How much capacity should it assign
to each subdepartment? Where should it place the subdepartments? How should it allocate
workload among similar subdepartments? How will department disaggregation and distribution
affect operational performance (for example, material-handling times, work in process, and
queueing times) ? How should the firm manage materal flow, now that there is greater routing
flexibility? How should it ccordinate the competing needs for material handling of similar
subdepartments? What performance measure should the firm use when designing distributed
layouts? Shouild it measure expected material-handling cost over possible demand scenarios, or
should it seek a measure of robustness that guarantees a minimum level of performance for all
scenarios? More important, how sensitive are the final layouts to the adopted performance
measure? Although duplicating departments might increase flexibility, it could also increase and
diminish economies of scale ( for example, eperators and auxiliary resources must be duplicated ).
The firm must trade off the material-handling benefits of disaggregation and duplication against

cost increases in other areas.
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Modular Lavouts

Modular layouts are hybrid layouts for systems with complex material flows that cannot be
described as functional, flow line, or cellular. Several of the emerging trends in industry are
leading to such configurations. For example, the automobile industry builds modular factories
around flow-line-like cores with connected supplier production lines in various forms. Firms that
delay product differentiation also use layouts that combine product, process, and cellular features.
With such modular layouts, manufacturers can scale their activities up or down quickly. In their
research on modular layouts, Irani and Huang (2000) sought to answer the following fundamental
questions. Could a layout other than the three traditional layouts better fit the material flows of
multiproduct manufacturers? Perhaps a combination of the three traditional layouts? Could a
network of layout modules provide a metastructure for designing multiproduct manufacturing
facilities in general? Would grouping and amranging resources into modules corresponding to
specific raditional layouts minimize total flow distances or costs?

Agile Layouts

In facilities that permit frequent reconfiguration, layouts could be designed to maximize
operational performance rather than to minimize material-handling cost. As production-planning
periods shrink, factories shift their focus from long-run cost efficiency to short term Tesponsiveness
and agility. Such performance measures as cycle time, work-in-process ( WIP) accumulation , and
throughput become especially important. Unfortunately, capturing the relatienship between layout
configuration and operational performance is difficult. Meller and Gau (1996) reviewed over 150
papers on factory layout and found only one paper on the subject. Recently Benjaafar (2002 )
introduced an analytical model capable of capturing the relationship between layout configuration
and operational performance. He embedded the model in a layout-design procedure in which the
design criterion can be one of several measures of operational performance. Heragu et ai. {2000)
expanded Benjaafar’s (2002) model to include set-up time, transfer, and process batch size and
developed a method that can estimate operational performance measures of functional and cellular

manufacturing systems.

Research challenges

Several research challenges remain. In designing distributed layouts, designers of the current
models assume that the number of depaniment duplicates and the capacity of each duplicate are
known. In practice, facility designers must make these decisions before developing a layout.
Current models do not account for the cost of disaggregating and distributing departments nor do
they capture the economies of scale associated with operating consolidated departments. The
infrastructure typical of a single consolidated department in a job shop (for example, operators,
computer control systems, loading and unloading areas, and waste-disposal facilities ) must be
duplicated in a distributed layout across all department duplicates. Thus, while department
disaggregation and distribution may yield material-handling benefits, a firm must trade off these
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benefits against the advantages of operating consolidated facilities, We need an imegrated model
that combines department duplication and capacity assignment with layout design and flow
allocation. In our initial flow-allocation model, we assumed full flexibility in assigning workload
among duplicates of the same department. In practice, this could mean splitting orders for a single
product among several duplicates, smaller baitches, and longer and more frequent setups. Order
splitting could also delay shipping completed orders because batches of the same order were not
synchronized. To address this problem, one would need to capture setup minimization in the
objective function or place additional constraints on flow allocation to prevent order splitting.

For modular layouts, several important issues need to bhe addressed: (1) After identifying all
common substrings, one would need to aggregate several of the substrings into a single module to
minimize machine duplication costs based on a measure of substring dissimilarity and a threshold
value for aggregating similar substrings. This is related to the problem of determining the optimal
number of modules in the final layout. One idea is to develop measures of connectivity and
transitivity of the directed graph we obtain from aggregating a set of common subsirings. {2) We
need fo establish feasibility criteria for allocating machines to several modules subject to machine
availability and criteria for minimum machine utilization. An iterative loop should be incorporated
in the design to absorb any module rejected because of these criteria. (3) The current approach
treats each residual substring as a sequence of operations performed on machines located in process
departments. It seems logical to cluster these substrings and aggregate their machines into cell
modules based on user-defined thresholds for string clustering. (4) We must compare the
performance of this new layout with those of flow line, cellular, and functional layouts for the

same facility.

For agile layouts, we need models that account for different routing and dispatching policies of the
material-handling system. These models could then be used to study the effects of different
policies on layout performance. Furthermore, we could use the queueing medel to evaluate and
compare the performance of classical layout configurations under varying conditions. We might
identify new configurations that are more effective in achieving small WIP levels, In particular,
identifying configurations that reduce distance variance without affecting average distance can be
valuable, Such configurations might include the star layout, where departments are equidistant
from each other, or the hub-and-spoke layout, in which each hub consists of several equidistant
departments and is served by a dedicated transporter. In many applications, differentiating between
WIP at different departments or different stages of the production process is useful. WIP tends to
appreciate in value as it progresses through the production process. We should favor layouts that
reduce the most expensive WIP first, for example, those in which departments that carry out the
last production steps are centrally located. Another important avenue of research is to integrate
layout design with the design of the material-handling system. For example, we could
simultaneously decide on material-handling capacity ( number of transporters or {ransporter
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carrying capacity ) and department placement, with the objective of minimizing both WIP-holding
cost and capital investment costs. We could then examine the trade-offs between capacity and

WIP.
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@ Notes

1. While grouping rescurces based on function provides some economies of scale and simplicity in
allocating workloads, it makes the layout susceptible to manufacturing inefficiencies when there

are changes in product mix or routings.
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2. Layout design procedures, whether for functional or cellular layouts, have been largely based

on a deterministic paradign.

A RYRER T iR R A NGB, Bt B AR T2 MBI

3. In fact, the relationship between layont flexibility and layout performance is poorly understood
and analytical models for its evaluation are lacking.
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4. Facility planners had to choose layoats that make material handling efficient not only in each
individual pilant but throughout the complex. The challenge for facility planners is then to
develop a layout and a material-handling system to permit high efficiency at the core and
flexibility and reconfigurability at the periphery.
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5. They create hybrid facilities consisting of flow-line-like components where they build the
common platforms and job shop-like components where they customize the products.
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& W R E WA BB 7 20 P PR B - AL B

6. Depending on downstream congestion, products can move in and out of neighboring production
lines, creating multiple paths, or channels, minimizing queueing and congestion.
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Operations Management -
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What is operations managemeant”

Production = the cremtion of goods and services. Dperations management | OM ) is the set of
activities that creates value in the form of goods and services by trunsforming inputs into outputs.
Activities creating poods and services take place in all organications. In manufacturing irms, the
prodiuction activities that create goods ane usually quite obvious. [n them, we can see the creation
of & rangible product such ax a Sony TV or a Harley Davidson motorcycle.

In organizations that do not create physical products, the production function may be less obvious.
[t mnay Be " hidden™ From the public and even from the costomer. Examples ame the ransformations
ihat take place ai o bank , hospital | airline office, or college.

Often when services are performed, no wngible goods are produced. Instead, the product may
take such lforms as ithe ransfer of fumds from a savings sccoont o 8 checking eccount, the
transplant of a liver, the Alling of an emply seal on an airline, or the education of a sudent

Regardless of whether the end product is a pood or service, the production activities that go on in
the organization are often referred 10 ax operations or operations management.

iOrrganizing to produce goods and serices
To create poods and services, all organizations perform three functions ( see Figure | 10 3 ). These
functions are the necessary mgredienis nod only for production B also for an orgemzabon’s
survival, They ane.
® Marketng , which generates the demand , or & least takes the order for o product or service
{ nothing happens until there is a sale )
= Production operations, which creates the prodisct ;
* Finance sccounting . which tracks how well the aorganization s doing, pays the bills, and
collects the maney.

Universitiez, churches or synagogues, and businesses all performn these fnctions. Even 8 volunteer
group such as the Boy Scouts of Amenca i orgamaed o perfonm these three hasic funcisons. Figunes 1
io 3 show how a bank, an airline, and a3 manufacturing firm organize themselves w perform these
functions. The blue-shaded ansus of the figures show the operations functions in these finns.
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Figure |, Orgamization chard for a eommercial bank

Figure 2. Orgamization chan for an airline company

Figure 3. Organization chart fir 5 manufaciaring company
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Why study OM?~
We study OM for four reasons:

* OM is one of the three major functions of any organization, and it is integrally related to all
the other business functions. All organizations market (sell ), fnance { account), and
produce ( operate) and it is important to know how the OM activity functions. Therefore ,
we study how people organize themselves for productive enterprise ;

* We study OM because we want to know how goods and services are produced. The
production function is the segment of our society that creates the products we use:

* We study OM to understand what operations managers do. By understanding what these
managers do, you can develop the skills necessary to become such a manager. This will
help you explore the numerous and lucrative career opportunities in OM ;

* We study OM because it is such a costly part of an organization. A large percentage of the
revenue of most firms is spent in the OM function. Indeed, OM provides a major opportunity
for an organization to improve its profitability and enhance its service to society.

What operations managers do?

All good managers perform the basic functions of the management process. The management
pracess consists of planning, organizing, staffing, leading, and controlling. Operations managers
apply this management process to the decisions they make in the OM function. The 10 major
decisions of OM are shown in Table 1. Successfully addressing each of these decisions reguires
planning, organizing, staffing, leading and controlling. Typical issues relevant to these decisions

are also shown,

Table 1. Ten critical decisions of operations management

Ten Decision Areas Issues

What good or service should we offer?
How should we design these products?

Service and product design

Quality management Who is responsible for quality?
How do we define the guality?

Process and capacity design What process and what capacity will these products
require’

What equipment and technology is necessary for these
processes ?

Location Where should we put the facility?
On what criteria should we base the Jocation decision?

Layout design How should we arrange the facility?
How large must the facility be to meet our plan?

Human resources and job design How do we provide a reasonable work environment?
How much can we expect our empleyees to produce?
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Ten Decision Areas Issues

Supply-chain management Should we make or buy this component?
Who are our suppliers and who can integrate into our e-

commerce program?

Inventory, material requirements planning . and JIT { How muchk inventory of each item should we have?

{ Just-in-time } Wken do we reorder?
Intermediate and short-term scheduling Are we better off keeping people on the payroll during
slowdowns?

Which job do we perform next?

Maintenance Who is responsible for maintenance?
When do we do maintenance?

The heritage of operations management

The field of OM is relatively young, but its history is rich and interesting. QOur lives and the OM
discipline have been enhanced by the innovations and contributions of numerous individuals. We
now introduce a few of these people, and we provide a summary of significant events in operations

management in Figure 4,

Eli Whitney (1800) is credited for the early popularization of interchangeable parts, which was
achieved through standardization and quality control. Through a contract he signed with the U. §,
government for 10,000 muskets, he was able to command a premium price because of their

interchangeable parts.

Frederick W. Taylor (1881), known as the father of scientific management, contributed to
personnel selection, planning and scheduling, motion study, and the now popular field of
ergonomics. One of his major contributions was his belief that management should be much more
resourceful and aggressive in the improvement of work methods, Taylor and his colleagues, Henry
L. Gantt and Frank and Lillian Gilbreth, were among the first to systematically seek the best way
to produce.

Another of Taylor's contributions was the belief that management should assume more
responsibility for.

¢ Matching employees to the right job;

* Providing the proper training;

* Providing proper work methods and tools;

* Establishing legitimate incentives for work to be accomplished.
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Figmre 4. Significant events in mporalions management
By 1913, Henry Ford and Charles Sorensen combined what they knew aboui standardized parts

with the quasi-assemhbly lines of the meatpacking and mail-order industries and added the
revalutionary concepl of the assembly line where men stood still and maternial v

Quality control is another historically significant contribution 1o the field of OM. Walter Shewhart
{19241 combined his knowledge of sutistics with the need for quality control and provided the
foundations for statistical sampling n quality conmol. W. Edwards Deming (1950 ) believed, as
did Frederick Taylor, ths management musi do more (o improve the work environment and

processes w0 that quality can be improved.

Operations management will continue 0 Progress with contributions from other disciplines,
including industrial engineering and management science. These disciplines, along with statistics,

management, and economics, have contributed substantially w0 greser productivity.

Innovations from the physical sciences ( biology, anatomy, chemistry, physics ) have also
contributed to advances in OM. These innovations include new adhesives, chemical processes for
prinied circuil boards, gamma rays o sanitize food producis, and molten tin tables on which Lo
Aoal higher-quality molten plass as it cools. The design of products and processes often depends

on the biological and physacol scienees.
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Especially important contributions to OM have come from the information sciences, which we
define as the systematic processing of data to yield information. The information sciences, the
Internet, and e-commerce are contributing in a major way toward tmproved productivity while

providing society with a greater diversity of goods and services.

Decisions in operations management require individuals who are well versed in management
science, in information science, and often in one of the biological or physical sciences.

Operations in the service sector

Manufacturers produce a tangible product, and service products are often intangible. But many
products are a combination of a good and a service, which complicates the definition of a service.
Even the U. 5. government has trouble generating a consistent definition. Because definitions
vary , much of the data and statistics generated about the service sector are inconsistent, However,
we will define services as including repair and maintenance, government, food and lodging ,
ransportation, insurance, trade, financial, real estate, education, legal, medical, entertainment ,

and other professional occupations.

Exciting new trends in operations management

One of the reasons OM is such an exciting discipline is that the operations manager is confronted
with an ever-changing world. Both the approach to and the results of the 10 OM decisions are
subject to change. These dynamics are the result of a variety of forces, from globalization of
world trade to the transfer of ideas, products, and money at electronic speeds. The direction now
being taken by OM — where it has been and where it is going — is outlined as follows.

* Global focus; The rapid decline in communication and transportation costs has made
markets global. But at the same time, resources in the form of materials , talent, and labor
have also become global. Contributing to this rapid globalization are countries throughout
the world that are vying for economic growth and industrialization. Operations managers
are responding with innovations that generate and move ideas, parts, and finished goods
rapidly, wherever and whenever needed.

*» Just-in-time performance; Vast financial resources are committed to inventory, making it
costly. Inventory also impedes response to rapid changes in the marketplace, Operations
managers are viciously cutting inventories at every level, from raw materials to finished
goods,

¢ Supply-chain partnering. Shorter product life cycles, as well as rapid changes in material
and process technology, require more participation by suppliers. Suppliers usually supply
over half of the value of products. Consequently, operations managers are building long-
term partnerships with critical players in the supply chain.

* Rapid product development; Rapid international communication of NeEws, entertainment,
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and lifestyles is dramatically chopping away at the life span of products. Operations
managers are responding with technology and alliances ( partners ) that are faster and
management that is more effective.

* Mass customization; Once we begin to consider the world as the marketplace, then the
individual differences become gquite obvious. Cultural differences, compounded by
individual differences, in a2 world where consumers are increasingly aware of options,
places substantial pressure on firms to respond. Operations managers are responding with
production processes that are flexible enough to cater to individual whims of CONSLETS.
The goal is to produce individual products, whenever and wherever needed.,

* Empowered employees; The knowledge explosion and a more technical workplace have
combined to require more competence 2t the workplace. Operations managers are
responding by moving more decision making to the individual worker.

* Environmentally sensitive production: The operation manager’s continuing battle to improve
productivity is increasingly concerned with designing products and processes that are
environmentally friendly. That means designing products that are biodegradable, or
automobile components that can be reused or recycled, or mare efficient packaging.

The productivity challenge

The creation of goods and services requires changing resources into goods and services. The more
efficiently we make this change, the more productive we are and the more value is added to the
good or service provided. Productivity is the ratio of outputs { goods and services) divided by the
inputs { resources, such as labor and capital ). The operations manager’s Jjob is to enhance
(improve) this ratio of outputs to inputs. Improving productivity means improving efficiency,

This improvement can be achieved in two ways; a reduction in inputs while output remains
constant, Or an mcrease in output while inputs remain constant. Both represert an improvement in
productivity. In an economic sense, mputs are labor, capital, and management, which are
integrated info a production system. Management creates this production system, which provides
the conversion of inputs to outputs. Omntputs are goods and services, including such diverse items
as guns, butter, education, improved judicial systems, and ski resorts. Production is the making
of goods and services. High production may imply only that more pecple are working and that
employment levels are high ( low unemployment ) , but it does not imply high productivity,

The challenge of social responsibility

Operations managers function in a system where they are subjected to constant changes and
challenges. These come from stakeholders such as customers, suppliers, owners, lenders, and
employees. These stakeholders and government agencies require that managers respond in a
socially responsible way in maintaining a clean environment, a safe workplace, and ethical
behavior. If operations managers focus on increasing productivity in an open system in which all
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stakeholders have a voice, then many of these challenges are mitigated. The company will use
fewer resources, the employees will be committed, and the ethical climate will be enhanced.

@ Professional Words and Expressions
rOperations Management ?;}g prust—: N
Service/Product Design ‘H; BB/ P iRt
Quality Management :]“[: REEIE
Process Design tH: TE&
Capacity Design @ Al - AR AR
Location :I%: e
Layout Design t{-l-i (&5 ) 5 Bt
Hurman Resources :l‘[: ATHIR
Job Design :{%‘ Ed izt
Supply-Chain Managernent IT: HREHEEE
Inventory Management 'T% PEFEE
Material Requirements Planning :_}]I—; Rl g SR K
JIT (Just-in-time) olly CERHE
Intermediate/Short-Term Scheduling t;'—{—l GRS
Maintenance :1[_174. g1p
Interchangeable Part ‘1'-_'[_': EIEE: -8
Standardization ;]:_gg REA
Quality Control olly HEEH
Personnel Selection &HJ B R Bt
Planning and Scheduling ﬁﬁ LRI
Motion Study tﬁt-’ MERF R
Ergonomics :'[.T_; ABEE, h
Assermbly Line llfgi ALY
Supply-Chain Partnering tq; R g4t R
Mass Custormnization :H: A HARVTH
Gmpowered Employee b FHIRRAR T )
—_> Notes

Operations managers are responding with production processes that are flexible enough to cater to

individual whims of consumers,
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The Role of IE in Engineering Economics -y
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As. we afe now in & global economy with cver-increasing competition, the need for world-class
performance cannot be ignored. This oeed implics, among other things, the continued
emergence of world-class quality , information systems, ergonomics, and manufactuning syslems.
It also means that mone firms are likely to invest in such areas o reach their strategic objectives.
Of course, this brings us w a very specific fopic — project justificaion.

It may seem irivial to state that an industrial project must be evaluated in onder to justify .
However . the kinds of projects thal are peeded today t0 survive in our competitive eavironment are
quite different from their counterparts 20 or 30 years ago. They differ in terms of their
technological content and in terms of their strategic implications for the firm. Whereas yesterday
we were dealing with single machine replacement problems, we are pow confronted with overall
syslems, programs, and proCesscs.

The consequence of such complexity is that the tradiional investment justification process fails o
measure the proper value of projects such as compuier-integrated manulaciurng systems,
information systems , and even ergonomics prijects. I is well known that such a failure may result
in wrong decisions. Poor investment justification processes may bead 1o poor decision making with
respect 1o today's projects: good projects might be rejected and bad ones might be accepled. This
seems 1o be the fate of several new technologies ( including industrial ergonomics } that are not
implemented because their progpective return is not satsfactory. Among the causes of such poor
ratings is the inability to properly estimate the benefits and costs of today’s proposal.

As a result, management must reson (o the “leap of faith” approach o justify mew systems. that
are intuitively sound from a strategic point of view but that are pot convincing economically. From
such considerations it may seem that firms don't have any other choices other than o spemd their
capital, whatever the cost, and go ahead with implementing the resulting changes thar come with
these projects. Such a strategy would be dangerous.

I it is true thet firms that do not invest in stralegic projects due (o poor investment analyses may be
in @ serdous predicament in the future . it also would be risky for them o systematically go ahead

G F-8 A g




R 77 7 A
with such projects when their rate of return is not acceptable. It may also be true that under certain
conditions strategic projects may not be the right thing to do. After all, investments such as
information technology or computer-integrated manufacturing systems are only as good as their

contributions to the overall strategy of the firm.

Engineering economics
The role of engineering economics is to comrectly assess the appropriateness of a given project,

estimate its value, and justify it from an economic standpoint. If projects are not acceptable, then
the evaluation process that has been used to reach this conclusion should also explain their poor
returns. That same process should also indicate ways to improve the investment preposal to make

it more attractive to management.

Engineering economy has been part of engineers’ training (and of IE curricula, of course} for a
long time. Historically, it was used for projects that had only operational implications for the
firm. However, as noted above, today’s projects may have strategic implications as well. As a
consequence, engineering economy is likely to be important for both engineers and manageinent,

However, engineering economy can not do it alone. It must be part of a process that includes not
only engineers but management accountants; marketing, quality, and health and safety specialists;
and others within the firm. Such a process should foster interdisciplinary thinking, not unlike
parallel ot concurrent engineering used in product design.

At this point it is certainly worthwhile to emphasize the role of IEs in this process. As industrial
engineers are trained in both technology and engineering economy , they are able to bridge the gap
between mechanical, electrical, and computer engineering and ergonomics, on the one hand, and
management accounting on the other. Highly qualified engineers designing equipment for flexible
manufacturing systems ( FMS) or information systems, while aware of the technology with which
they are dealing, are not necessarily trained to translate technological characteristics into economic
and strategic terms.

At the other end of the spectrum, management accountants may be well aware of the business
needs, strategic aims, and their organization’s financial position, but cannot understand the
capabilities of new technologies. Not surprisingly, communication barrers occur. Industrial
engineering’s main contribution to the economic evaluation process is linking technology to
economics. That is where engineering economy comes into the picture. The background of IEs in
engineering economy provides them with cost models that link technology with the economics of
accounting { Figure 1}.
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As ihe industninl eovironment has changed drastically, engineering economy has evolved

accondingly. Indeed , its aim is not only w0 compute net present values { NFVs) or internal rates of
return { IRRs) , but also to design cost models and evaluation processes that can be used within
decision support systems for a variety of technological projects

Armed with sconomic models tailored 1o specific technologies, industrial engineers are able (o
measure, for instance . (he cost of flexibility and, in tum, help inegraie this figure in acoounting
cost systems and fnoncial justification models. By including enginecring cconomy in the
justification process, firms are therefore better equipped for solving complex. justification problems
that involve technicul and financial specialists working together in an imerdisciplinary group.

Such a successful group is likely to shed light on such questions as: What is the rate of retumn of
erponomics? What is the payback of a six-sigma program? What are the benefits of this new
information technology? What is the valie of flexibility associated with this FM5? It is
unreasonable to think thst one person would be able o answer such difficull questions
satisfactorily. The need for a project evaluation group thus seems more appropriate in the face of
the competitive environment within which firms musi compete, on the onc hand, and the
complexity of the projects invodved , on the other.

Such a concept is cenainly compatible with open accounting , which is implemented by firms and
aimed at sharing financial information inside the organization. There is another practical advantage
of stariing a group that has diversity ; the persons involved agree o have & unified vision of costs
and benefits related 1o a new technology (if they want to work effectively ). Lack of agreement an
the nature of costs and benefits may lead 0 controversies over the project and failure of the
justification efforn.

A project evaluation group, like any group or task force in the firm, should follow a process. In @
LR R LESES R
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way , economsc justificabon vsell s a process, This may not be obvious, bol o evalusie a
project , especiually one of those propesed today, a greal deal of analysis must be dope. The
justification process can be defined in terms of steps s dlostrated i Figure 2.

Cornis arsd bemelrls ame not Carsl classification
proparly idestified Pooniimic|
PCpeTCLEsions o pae Loesl By pinko gy

Ichnalpgies gre nol idenn fed
Hiddien chsis ane nod

ideniidied. lireducble and
intangible henefils are mo

s tilertificd,

Whal drtves cosls is ol well o el

undersiod]. Cost vanshiliy & | Aoty -hased oot (8B
difficull o nssess, Proper cosl | mecdebing

00

reladmonslsips are ol sasily Techeedagy -apecrlic vl
diew e b muodeling

Imsfirect cosls o oveihend e ﬁw- i of ot meded
i properly allocated (i [} - W0 ooedt wllncanion
e sl I.I_IJEII.IJF'- i location |

W ol b wogts il as a | ezl arwilasis

proess workotmion. depan-
sl o produc. How meecls A Bceeric i
to mlbocale Wl o all oomie? b
What is #he allocation sor?
['-i_'-h ficrus may nid e emsily oot of cesen pncadel
edimabed ge all ulemstives (ABC_ o cash Mo

are it filly sleterminel Cash | estimaiion

{rvws thin ane Far in thee Rattine Cost Pedecti | "
g g amictiain, The s mm el i
peoper mabt of ntrdiciion af BOFE}
new technalogies ds diffieull oo | Cost avoidanoe analysis |l
| dhete rising oppority cosls)
Dngccunt ree {cosl of capetal Showt-teimmi h|||j.-1.i5-.
| may ool o apprivpriale 1y hack. )
iypically o high] coonomic mﬁlﬁim‘]ﬁ“‘

sk i £

s e v escascad. Eoonomic rsk analysis

senstivety mealywis, expeched
rensn unalyvsis, sinidaton,
sENE Sppemach |

Figare 2. Evalestion grocess for echnolopesl investments

Staps in the evaluation process

An important advantage of such a process is that the overall evalustion problem is divided into
smaller subproblems thal can be tackled more easily. Moreover, this process s able 1o give a
sense of direction to engineering economy analysts and to nonspecialists who are confronted with
justifying their proposals and bave nowbere w start. Such a process is needed for the kinds of
projects that are found in today's proposals (e.g. new manufacturing technologies, new
computers information systems, ol gquality programs, and ergonomics projects ).
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Ideaily, all of the steps in Figure 2 should be performed; however, depending on the specific
situation, some of these steps may require more or less effort. But implicit or explicit in any
justification procedure is the fact that the nature of costs and benefits be identified. Then their
behavior is modeled in one way or another ( engineering economists, c¢ost estimators, and
traditional and management accountants all use some cost models). Afterward, costs are allocated
to specific cost objects such as a production/assembly line, department, workstation, or product.
Then, an estimate of future benefits resulting from the project is performed. The evaluation of the
project is done in terms of both short- and long-term standpoints along with a risk analysis { which

should be done, if possible).

These steps result in an estimate of the return of a project. Another step is sometimes done after
project implementation, namely a project audit. This last step is not part of project evaluations per
se, but it is wise to include it. The correctness of future cash flow estimations depends on the
reliability of the evaluation process. Improvements in this area come from recognizing and
avoiding past emrors in cash flow estimation. This is the maijn purpose of a project audit.

Analytical problems encountered

Not surprisingly, the steps described here tepresent a challenge for analysts confronted with a
thorough evaluation of a strategic investment. Each of these steps helps define the particular
problems that must be soived within the justification process. These problems are common to
several kinds of projects. They have been found in justifying investments in new manufacturing
techmologies, new computer/information systems, total quality programs, and ergonomic
mnterventions — the very projects with which 1Es and other engineers are typically confronted.

Take, for instance, the problem of identifying the costs and benefits of a project. Many studies
have been done to identify, describe, classify, and quantify the economic value of flexibility of
new manufacturing systems such as FMS., Flexibility is one of the main economic advamages {or
strategic benefits) of such systems; yet its definjtion is multidimensional and covers many aspects
of organizations. It is a classic example of cost identification that requires special analysis.
Another example of difficult cost identification is that of quality, especially costs related to poor
quality. Classifying certain quality costs is not straightforward. Also, it is not obvious to show
that some overhead or so-called indirect quality costs are due to quality problems.

But the most challenging experience associated with cost and benefit identification is probably with
information technology (IT). This class of investmient has proved to be complex and somewhat
elusive, even for IT specialists. There are several reasons for this. Without going into detail, let's
say that IT has far-reaching implications for firms in general, as its enabling capabilities can
significantly modify business processes. This step of cost identification is far from trivial and
should not be taken lightly.
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The same can be said for the other steps of the process. In the second step, cost behavior
analysis , the main problem is how to corectly model specific costs in terms of their drivers. In the
area of new manufacturing systems (e. g. FMS) , special models and approaches need to be used
if the cost of flexibilicy is going to be modeled. Information technology is another exampte that
shows the importance of performing this step. Take programming costs, for instance. The drivers
of this cost are likely to be the programming language, quality of the software tools, complexity
and size of the system, and number of functions to be programmed.

In the third step, cost allocation, much has been said on properly allocating overhead ( indirect
costs) to specific products and workstations. This is because traditional allocation procedures do
not take into account the complexity of these costs when automation projects are involved and
therefore use wrong drivers. This allocation problem has been found especially crucial for new
manufacturing systems ( which involve high automation ), information technologies, and
ergonomics, where health and safety costs are not easily traced to workstations.

The main difficulties for the analyst are to determine the proper amount of cost to allocate, where
to allocate it, and to make sure the allocation error (if any) is kept to a minimum. The allocation
error depends on the quality of the cost model used. It is well known that improper allocation of
indirect production costs (e.g. setup, warehousing, production planning and control, and
tooling) impedes implementation of automation and flexibility within the finm.

In the fourth step, cash flow profile estimation , the analyst is faced with another set of problems.
The importance of having a valid cost model cannot be overemphasized at this point, as future
cash flows are to be estimated. It is also here that all proper alternatives should be determined.
This is ore of the fundamental principles of engineering economy. Its application is particularly
important for cash flow computations, since cash flows are determined from differences between
altematives ( another fundamental principle ), including the “do nothing” alternative, which can
be very costly and risky in certain situations. Applying these engineering economy principles
becomes crucial when dealing with strategic technological projects.

Tools of engineering economy

As seen here, the evaluation process can be overwhelming to individuals who attempt to justify their
projects. Fortunately, significant research has been made in this area for the kinds of projects
mentioned here. Without claiming that engineering econorny has solved all problems, it can be said
that help is available. Engineering economy can contribute to several steps of this evaluation process.

For instance, cost typologies for quality control, computerized information systems, ergonomics
interventions, and new manufacturing systems give a comprehensive view of pertinent costs. In
the area of manufacturing, several flexibility typologies are used to define costs that are related to
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the flexibility of new manulacturing technologies. A summary of cost typologies for these rypical
investments is given in Figure 3.

Tofal quaEly procEsEid
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Fagure 3. Simplifiex] cost iypologies for differenl classes of projects

These typologies stat by pooling coss in families =0 that similar costz sre grouped weether for
further analysis. For instance , quality cosfs ane usually classified into four categories. Prevention
costs cover those related to activites aimed sl preventing quality problems. Appraisal costs ane
related to detection and measuring acuvities necessary o assess guality, Failure cosis are associated
with quality problems that occur inside and outside the organization,

Computer and information system costs can be classified into three categories ; tlechnological costs,
system coste, and suppori costs. Technological cosis are related 0 compuler hardwane
opportunity costs due 0 equipment obsolescence, technological risk associaled with new
information technology . and the cost of complexity in teems of reach ( the oumber of people that
are connected | and range | imeractions provided by the new systemn ). System costs are mone
software relsted and include the cost of sudies, soflware development cosis, training costs, and
business reorganization costs, Finally, support cosis are those necessary o operate and maintain
the system ; they include installation costs, facility layoul costs, debugging costs, security cosis,
aned insunince cosds,

Likewise, manufsciunng system costs ane classified inip three categonies: technological costs,
which include the cost of manufaciunng andsor maerial-handling equipment and the cost of
studies; operational costs, which include direct labor costs and costs related to fexibility ; sancd
support casts, which include engineering, planning and control, setup . tooling, maintenance , and
material handling, Suppon cosis are also related o flexibility, For instance, engineering , tooling ,
and material handling coss due 0 pans eyvision are messured by the time and cost for thess
changes; the lower the costs, the more flexible the syvsiem,

Once the main cost categories are defined, then more comprehensive cost descriptions are
developed ; the overall picture of costs is then available for analysis. These full-blown typologies
give exiensive cosl classifications in terms of discrete vs. perodical costs and in werms of angihle,
ireducible . and intangible costs. They also inclode real costs ve. opportunity costs. This last type
of cost is usually pan of projects such as those mentoned here.
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As IEs are exposed during their training to new manufacturing technologies such as information
technology ( IT ), total guality management ( TQM ), and ergonomics, they can certainly
contribute to cost and benefit identification of related projects. Furthermore, their background in
systems optimization provides them with an overall perspective on such technologies whose effects
are organization-wide and cross-functional. This overall picture is bmportant when prospective

technological projects must be aligned with business strategy.

Tools also have been developed for cost modeling { Step 2 of the evaluation process). Major
approaches include activity-based costing ( ABC) and technology-specific cost modeling.
Activity-based accounting came into being as a result of poor allocation methods. Traditional
accounting methods could not determine the proper amount of indirect costs to cost objects such as
products and workstations, ABC was then devised as a new allocation method. But ABC is aiso
used as a tool for modeling costs in general. ABC explains what drives support costs such as
scheduling, maintenance, and material handling. As indirect costs are most important in new
technologies, ABC has proved to be a useful cost modeling approach for decision making,

including project justification.

Again, IEs can make uvnique contributions here. ABC modeling is as much an industrial
engineering tool as an accounting one. Formal ABC cost models are written from an engineering
peint of view and can be readily understood and used by IEs. In fact, ABC can be viewed as an

extension of operation, workflow, and process analyses.

ABC is also used in Step 4, where cash flows are estimated. Cost improvement or reduction and
cost avoidance are part of that step. The quality of the cost model wil! determine the effectiveness
of the estimation of future cash flows. Cost reduction analysis determines real { out-of-pocket )
cash flows of alternatives with respect to the status gquo {the “do nothing” alternative). Cost
avoidance analysis determines cost avoided, including lost revenues { opportunity costs) resuiting

from the investment.

Step 5 is the evaluation itself, where criteria such as the NPV | the IRR , and payback are used,
Cost models tailored to specific technologies are usually integrated in the NPV calculations. For
instance, the NPV of new manufacturing systems ( such as FMS ) includes the value of
flexibility. This value translates, in dollar amount, all the kinds of flexibility of the new
technology. The overall flexibility value depends on the cost of this flexibility and the revenues

they generate.

Finally, it is in this step that economic risk analysis is performed. The economic risk can be
substantial and depends, among other things, on the technological risk of investments such as
those discussed here. Engineering economy provides tools {e. g. sensitivity analysis, risk
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analysis, simulation) to assess such risk. These tools, of course, are part of the IE domain.

The potential of IE for the firm
Attempting to evaluate and justify complex and strategic capital investments is far from

simple. Not only does it require the expertise of several members of the firm, but all this
knowledge must be funneled through a systematic process. Industrial engineers are uniquely
positioned to coniribute t¢ such a process. Their technical background makes it possible for
them to bridge the gap between purely technical and financial aspects of an industrial project.
Because they are well versed in topics such as total quality, ergonomics, information systems,
and manufacturing systems { all essential in today’s competitive environment)} , their ability to

play key roles in complex capital investment justification is likely to make them attractive

assets (0 management.
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=> Notes

1. It may seem trivial to state that an industrial project must be evaluated in order to Justify it.
A TSR I B BA AT, BT AL AR E.,

2. As a result, management must resort to the “ leap of faith” approach to justify new systems that
are intuitively sound from a strategic point of view but that are not convincing economically.
HREBRENB AR T FEHBR" LB DA A W 5 B A AR e B W b R o A H 22
9 LABES AMEIRAET RS .

3. Armed with economic models tailored to specific technologies, industrial engineers are able to
measure, for instance, the cost of flexibility and, in turn, help integrate this figure in
accounting cost systems and financial justification models.

FAR T B R AR E AR A SRS , Tl TR0 8k S8 4 5 32 40 TAERA SRR HATIE
B HREE LR B X MR E S o H A REMSHISITERN SRk,

4. Without going into detail, let's say that IT has far-reaching implications for firms in general, as
its enabling capabilities can significantly modify business processes.

R&EZ, R REARN — R B EH REYEW, B 830l Bk 35 BT
HEMBIE,
5. Without claiming that engineering economy has solved all problems, it can be said that help is

available.
RERGER TRAN 20 280k T4 E ARVRT LA} () R B S e A2 B B8 P 1

6. These full-blown typologies give extensive cost classifications in terms of discrete vs, periodical
costs and in terms of tangible, irreducible, and intangible costs.
ﬁ%ﬁﬁ%&ﬁ@ﬁxﬁ%ﬁ%ﬁ%ﬁ%ﬁﬁiﬁﬁﬂﬁﬁﬁt&ﬂim,&ﬁ%ﬁdﬁ,E%%ﬁﬁztia‘»u%ﬁéﬁizﬁﬁ
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7. Activity-based accounting came into being as a result of poor allocation methods.
ARESHRANRFESBTETRIANSITTEIT FENTE.

8. Attempting to evaluate and justify complex and strategic capital investments is far from simple.

PO FIRIER 2% 5T R AR B A BB I 40 A R — D AT L RATI 3 0,



Systems Engineering and Engineering
Management

R IEMIEER |

Wi.lh the globalizstion of our manufecturing base . fhe efficiencies derived from advances in
information technology | and the subsequent decrease in mid-mansgement positions |, and
the shifting of our economy 0 be service-based, the mies of the echnical organization and
cogineering manager have changed. The 21si century techmical organization musi be concermed
with (1) maintaming a strong business base of products or services in a flucheating economy , (2)
kecping a highly qualificd and trained staff of engineers. scientists, and (echaicians in a rapidly
changing technological environment, and (3 ) demonstrating a high level of capability maturity.
Meanwhile, the 215t century engineering manager must now be able (0 understand and operate in
this new paracdigm. Systems engineering ( 5E ) ix a key aspect of this paradigm. Oulsourcing,
reduced time to market, customer-driven requirements, and jusi-in-lime inventory are just some of
the business practices required o achieve the concerns just outlined. Engineers who practice in the
services and manufacturing domains must be sble 1o understand the tools and processes available in
defining the fuzzy from end associated with generating conceptual wdeas and developing the
architecures of innovative and efficient product solutions.,

In the academic world, SE and engineering management { EM ) are typically taught in the same
academic deparimeni. The principles of SE are invaluabhle for enabling practicing engineering
managers 0 deliver effecuve products on time and within budget that meet customer expectations.

Mature of systems development

A system is an integrated composition of elements that provides a capability 1o satisfy a stated need
of objective. These integrated elements can be products of hardware and software, people,
facilities, and procedures. To develop a system successfully, engineers must first define the
problem that exists, identify the mission requirements ( or business drivers) of the organization( 5 )
needing the problem to be solved, evaluate high-level concepis for salving the problem, select the
concept thal makes the most sense in Light of the mmsswn requiremeniz, develop an operational
concept around the selected concept, create system-level requirements, create architectures and
derived requirements for the subsystems, components, and configuration items consistent with the
decomposilion of the system ., design the integration and tesi process for the pars of the system,
conduct the integration and test process for the parts of the system, manufacture/ assemble the parts
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of the system, deploy the system, train operators and maintainers, operate/maintain the system,
refine the system, and finally, retire the system. All of this life-cycle activity is focused on the
product or system to be delivered and used by the organization(s) with the driving need. The
system development activities must be brought to bear on the development system, manufacturing

system, deployment system, training system, maintenance system, refinement system, and

retirernent system throughout the life cycle.

The front end of this system development process (definition of the problem through delivery of an
operating system) has typically taken years (often five to ten) in many market segments, There has
been substantial pressure from stakeholders, marketers, and managers to decrease this time to months
or a couple of years. The increasing rate of technological development has both helped and hindered
this effort to reduce time to market. More and more System components exist, waiting to be integrated ;
yet technological churn and competition increases the selection and integration of the right components.

The last decade has seen trends of products or systems having more versions available ( though
there is often a reduction of feature explosion available to the customer for each version). Also,
producis are living longer via more upgrades, often quite frequent upgrades to the product.
Finaity, the concept of a product platform is gaining acceptance in industries from power tools to
automobiles to software products to military systems. A product platform is an integrated and
interoperable set of components that can be used io create many different products, e. g, power
saws | sanders and drills.

These changes in system development are taking place while many technical organizations are
being reorganized. The resulting organizations are flatter and provide reduced flexibility in the
career path of the engineers (see Exhibit 1). Industry is making far greater use of multidisciplinary
teamns and asking acadernia to provide increased experience in teamwork at the undergraduate level.

a. New Engineering Paradigm b. Traditional Engineering Paradigm: 15.30
MCmporate Corporate
anagerment Senior Management
$ Technical 4
Program Engineer '
Management I T 5.30 - g
{ Functionat Area Site/Factory -
f Management Management g
Systems _Leader of a T T =
Integrator Multidisciplinary Team C I Operational 330 —
f . 1 Management Management
Project Engineer l
Entry Level 0 —
Staff Enginecr

Exbibit 1. Traditional versus new engineering paradigm
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Exhibit 2 is a commonly used generalization to explain the importance of good SE, The
system life cycle is shown on the horizoutal axis. The total life-cycle cost of the system is shown
on the vertical axis; any overruns are built into this 100% life-cycle cost as well as reworks due to
design mistakes and testing failures. The lower curve in Exhibit 2 shows how the money is spent
over the life cycle, rising slowly in the beginning but at an increasing rate. Most of the money is
spent in the construction and early operational period. The expenditures slow down again as the
system is being retired. The upper curve shows the rate at which cost expenditures are committed
by design decisions that get made; these commitments rise rapidly as early decisions with far
reaching impacts are made and stow down as more and more detailed decisions get made. Many
decisions are made implicitly as design alternatives are ignored or disappear due to the focus of the
engineers on other problems. This is clearly a major concern of the engineering managers.

Systems Engineering Engineering Management

Cost Domain Domain
100% SR SO et -
80%% + Cost
Incurred
60% 1
Cost
Committed
40% +
20% 7 /
0% — i -
Concepiual Detailed  Construction Use, Time
& Preliminary  Design & or Refinement
Design integration  Production & Disposal

Exhibit 2. Costs as a function of product life cycle

Systems engineering and engineering management

There is substantia! overlap between the disciplines of engineering management and systems
engineering, and yet, there is substantial confusion in the two professions about what comprises
the other.

Systems engineering . Buede (2000} presents seven different definitions of SE. We chose the
definition used by the U. 8. government because it is still relevant and is the most descriptive for
the purposes of this article. Military Standard 499A (1974} defines system engineering as “the
application of scientific and engineering efforts to.
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¢ Transform an operational need into a description of system performance parameters and a
system configuration through the use of an iterative process of definition, synthesis,

analysis, design, test, and evahiation;
¢ Integrate related technical parameters and ensure compatibility of all related, functional,

and program interfaces in a manner that optimizes the total system definition and design ;
* Integrate reliability, maintainability, safeey, and survivability, human, and other such
factors into the total engineering effort to meet cost, schedule, and technical performance

objectives. ”

World War IT was the first time people needed to integrate and coordinate complex organizations
focused on material, people, and information in order to accomplish prescribed objectives. After
the war, many felt the techniques could be generalized and applied to other fields. Many other
types of “quantitative management” techniques also grew out of World War II. By the late 1950s,
systems thinking focused on the methodologies and processes needed to define the SE discipline.

Numerous formal systems design processes currently exist.

Engineering management; Few formal definitions exist in the literature for EM. Kacaolgu
(1984} defined EM as a field of study in five interrelated categories, namely

¢ Management of Engineering and Scientists: Motivation and leadership in engineering ,
technical obsolescence, communications transition from technical specialty to technical
management.

* Management of Research, Development, and Engineering ( RD&E) Projects; Selection,
evalnation, scheduling and control of technical projects.

* Management of Technical Organizations: Design of technical organizations, authority,”
responsibility patterns in functional, project, matrix, and venture organizations, the role of
participative management in technical organizations.

® Management of Technical Resources: Use of statistics, operations research, decision theory
and computer simulation in resource optimization, management of raw materials » technical
manpower planning, financial management in engineering.

* Management of Technological Systems: Management of innovation, entrepreneurship,
technological planning and forecasting, technological risk management, engineering law,

research and development management, and productivity.

Babcock (1996) perhaﬁs best describes the role of the traditional engineer versus that of other types of
management in that “the engineering manager is distinguished from other managers because he or she
possesses both the ability to apply engineering principles and a skill in organizing and directing people
and projects. He or she is uniquely qualified for two types of jobs; the management of technical
functions (such as design or production) in almost any enterprise, or the management of broader
functions {such as marketing or top management) in a high technology enterprise. ”
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QOverlap, difference, and synergies
Functional perspective. If you build upon Babcock’s definition, an engineering manager must be
able to apply engineering principles such as SE. The role of a systems engineer within a product
life cycle is graphically demonstrated in Exhibit 3. Whereas the EM can be responsible for any of
the steps in the product cycle or even the total product life cycle, the SE is usually more focused
on the early stages of the product cycles as shown in Exhibit 3.

Profitabili
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. ) Physical Exiernal Resources
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o : function .
iraditional engineering domain) L i

Engineering Management Deli form, fit
& !é;]ee? function Approval and
— Resources and s Documentation

Control Cycles of a Manufacturable
{Insertion of technologies and — Solution
e oo [Realizaion |-

Order

mAragement, management
assessment, manufactaring \\_/"’ Pmcessing

Exhibit 3. Product life cycle

Coordination of
External
Reso

Career development perspective. The career paths of the systems engineer and engineering
manager are very different. The EM often comes from the ranks of the traditional engineer. The
EM career path is typically characterized by progressive responsibility for larger systeins ( see
Exhibit 1). These are typically larger systems within the same product line {e.g. pears for a
fransmission, fransmission, power train, etc. ). Most systems engineers also come from the ranks
of {raditional engineers. Like EM, there are few undergraduate programs in SE; however, the
number of SE programs at the undergraduate level is on the increase. After an initial apprentice
position, they typically move into the role of systems integrators. Within most organizations, the
SE functions as part of an interdisciplinary effort.
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> Notes
. To develop a system successfully, engineers must first define . .. the system,
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. A product platform is an integrated and interoperable set of components that can be used to
create many different products, e. g. power saws, sanders and drills.
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- Military Standard 499A (1974) defines system engineering as ... and technical performance
objectives,
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. Kocaolgu (1984 ) defined EM as a field of study in ... and productivity.
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Concurrent Engineering :
HiTL# =

Ancm-dirﬂ o Depantment of Defense ( DoD ) Regulations 5000, 1 snd 5000, 2, concurrent
engineering ( CE } will be used for development of all future military systems. The primary
requirerments for soccessfully implementing & CE philosophy are managemen supporn, enhanced
communscation, team buikhng and appropnae ool use. Where CE has been successfnl , much credit s
attributed 1o the immdvement of senior mansgement in establishing poals of mproved cuality, cost and
schedule ; in forming teams of qualified people; and in providing teams with the necessary ools and
rescurces. Management musl commit the necessary hunding and resources for a successtul CE program
and they must allow ample time for the new philosophy 0 generate benefits,

To ensure that the U. 5. Army Mizsile Command { MICOM § managed weapons systems adhered
to the CE design philosophy, a CE steering committee was formed. This steering committec,
conssiing of command-wide represcntaton, cxamined coment design environments al MICOM ,
and determined some impediments © CE implementation. The commities delermined thal most
personnel had pot received adeguate information about CE, and in general there were many
misconceplions concerming s requirements. Therefore, it was decided that additonal training
should be provided fo both MICOM and project management personoel. The prodwction
engineering division { PED ) of the Systems Engineermg and Production Directorate was tasked by
the sfeering commitioe o develop a fraining program to assist in the advancement of the CE
concept and provide guidelines for CE implementation,
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The training philosophy

The content of the CE training modules presents a well-rounded knowledge of all important aspects
of CE. Training, which addresses a philosophy can often digress into an intense training course on
a specific tool or technology that supports that philosophy. That was a pitfall which was avoided
with the formation of this training. While tools and methodologies were given adequate coverage
more philosophical aspects of CE (i.e. improving communication, organizational and team
structure, etc. ) were not slighted. To achieve the right mix of training, seven training modules
were created. Each module addresses a different, equally important aspect of CE implementation :

Module 1. Introduction to MICOM CE steering committee; Module 2; CE overview; Module 3.
Team building for CE; Module 4; CE tools and methodologies; Module 5: The MICOM CE
design process; Module 6: Government/Contractor roles/ responsibilities; Module 7. Program
specific CE activities.

MICCM CE steering committee

The first module used in the CE training course serves to inform the training participants of the
existence and mission of the MICOM CE steering committee. This was considered an important
first step in the training process. It is imperative that recipients of this training realize the
commitment of top management to the CE design philosophy. By demonstrating this commitment
at the outset of the training program, participants should realize the dedication and determination
of MICOM management to successfully implement CE.

The CE team that will be trained using these modules will consist of managers and engineers
representing many functional areas of MICOM. To reinforce this idea of multi-disciplinary
teamwork , the CE steering committee consists of representatives from these same diverse areas.
By emphasizing that the steering committee “practices what it preaches,” the point will be made
from the outset as to what is required for CE success.

CE overview

The CE overview module is used to give all participants a set of common definitions and
terminology for the ensuing training. One of the most prevalent problems in implementing CE is
the lack of a commonly agreed upon definition for the term. For the purpose of the training
modules, the definition as developed by the Institute for Defense Analysis was used. Many other
misconceptions are related to CE. In some cases, these misconceptions have become the barriers
to successful CE implementation. This module discusses the confusion commonly noted throughout
the MICOM and DoD community. Common misunderstandings ;| such as the difference between
CE, systems engineering and total quality management, are explained.

In preparing this training module, lessons leamed and critical factors for success were captured from
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CE leaders in industry and the government. From this information, as well as MICOM'’s own
lessons learned, CE implementation guidelines were developed and included. This portion of the
training discusses the importance of management-driven implementation, adequate funding profiles,
multi-functional teaming, training, customer/supplier involvement, integrated require-merits
definition, integrated product/process design, and CE tools and computer-based support initiatives.

Upon completion of the CE overview module, participants should have a good understanding of
what CE is and is not. With everyone working with a common set of assumptions, the training
moves to the importance of team building,

Team building for CE

Multi-disciplinary tearms are at the very heart of CE because, when properly constructed, they contain
the intelligence base for a successful program. CE involves integrating the conwibutions of diverse
specialists. These teams facilitate the optimization of all important measures of a product’s function —
performance, producibility, ease of maintenance, reliability, cost and quality. Management forms a
team of specialists who have knowledge in different phases of the product’s life cycle to concurrently
engineer both the product and downstream processes for production and support.

The problem with developing and maintaining a CE team is that most people are not accustomed to
working ( or trained to work)} in teams. The first lesson of the module establishes how CE team
members are selected, what part they play as individuals, and how they become a working unit. A
team dynamics discussion and group exercises are an important aspect of this lesson. The second
lesson focuses on the mechanics of the team in order to facilitate an increase in effectiveness.

This module also stresses that the voice of the customer must be represented (0 ensure requirements
are correctly stated and understood by the CE team. All program requirements should have their
foundation in a need or expectation of the customer, internal or external. At the same time, CE
teams must maintain a balance between the customer’s needs and expectations and a reasonably

scoped program,

CE tools and methodologies

Throughout industry and government, there are many proponents for the use of multi-disciplined
teams for successful CE implementation, or for the use of CE-related tools and methodologies as
the needed ingredient for success. MICOM believes both are required to truly optimize the design
process, During discusstons on CE tools with various sources in industry and government, it
became obvious there were several misconceptions and barriers associated with CE tool/
methodology implementation. First, most technical personnel appeared interested only in
computer-based tools. This led to management’s misinterpretation that all CE tools required new
computer sysiems and software. One of the objectives of this training module was to inform the
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MICOM design community of the array of toois and methodologies available to them. This module
included an examination of a number of technologies currently being used in govermment and
industry, and how these technologies have or can be more fully integrated into more com-
prehensive design tools. Technologies researched and analyzed included, but were not limited fo
Taguchi methods, quality function deployment, rapid prototyping, computer-aided design, computer-
aided manufacturing, computer-aided process planming, design for assembly/manufacturability ,
design for reusability, design for maintain-ability and design for reliability.

Technological innovations have vastly improved the arsenal of tools available to the Systems
engineer. However, there is still a lack of required integration of the design tools. The first step in
integrating the design tools is to understand where they should be utilized in the product life ¢cycle.
Trajning addressed this issue by identifying various technologies and relating those to the system

life cycle phases.

MICOM CE design process

The MICOM CE design process module was developed to provide a CE design process specific to
MICOM’s organizational structure and mission and functions. The module is intended to be used
as a handbook to assist new project leaders in understanding each organization’s area of expertise
and the level of input they have during each life cycle phase. Stressing the importance of
communication and knowledge of one's own organization, this module presented the life-cycle
model with each MICOM organization’s role defined. For example, 23 directorates/offices within
MICOM worked with the CE steering committee to define their primary activities, major areas of
input, and milestone design review ( MDR) requited documents into which they provide input.

The module instructs participants on steps required to ensure that all necessary players are used
appropriately in each life cycle phase of the project. For example, the project manager first uses
the CE design team functional makeup model to determine the functional areas typically
represented on the CE team during the particular life cycle phase of the program. The project
manager then utilizes the module handbook to obtain detailed information on each of the MICOM
organizations that would be involved. This information includes the organization’s mission,
function, and major activities during the life cycle phase. From these tools and program- specific
information, the project manager can determine the team’s necessary makeup, and determine how
each member will support the team.

Government/contractor roles and responsibilities

Suceessful implementation of CE will require communication channels be established and used not
only between functions, but between contractor and government. In recent years, the DoD) and its
contractors have been willing to reexamine traditional roles each have historically played in design
process. Most notably, they have shown willingness to openly share information, and work as



partners to solve problems rather than to establish blame. This has been a keystone to their
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Stereotypes attributed to both government and contractor personnel have contibuted to the
difficulty in defining CE integration into a project encompassing government and contractor CE
teams. In order to understand these stereotypes, training module developers asked both types of
personnel the following: “If you were drawing a caricature of a typical government/contractor

person, what would vou include?”

Industry personnel stated that the government person would be wearing a sign stating that “ He/She
was the povernment;” would be carrying a multinide of specifications and standards with a label
saying “Just do it;” and would have a red ink pen in hand to mark up program deliverables.

The government personnel stated that the contractor person would be holding a bottle of snake oil
for sale, would have their hand stretched out wanting more money, and have information hidden
in their back pocket. Although this was a humorous way to obtain information, it did provide vast
insight into the mistrust and negative views which can be involved.,

Contractor personnel also highlighted concems over a lack of definitive requirements in requests for
proposals ( RFPs) and funding variations over the course of a program. Conversely, the
government personnel stated that, due to the reduction in defense funding, contractors will agree
to anything in order to win a contract, while knowing that they may not have the expertise to
adequately complete the contract within cost and schedule. The fundamental mistrust that underlies
contractor-government relations results in a lack of cooperation and undermines attempts to work as
a team. Although these broad-based concerns were highlighted by many different sources, it was
evident that many government/contractor programs had managed to eliminate the issue of mistrust.
Personnel in these programs worked at developing long-term relationships based on respect. All
members of the project team believed that if the program failed, they failed. Tt was also noted
that, in these programs, government personnel always brought something to the table. Typically,
government is viewed as an overseer, but in these cases they brought previously performed
rescarch, military parts experts, industrial base knowledge, lessons learned, and other information
to the team.

This training module strives to take this concept of teamwork one step further through
implementation of CE throughout the project. Most DoD contractors, at least at the prime level,
are atternpting to utilize CE teams. The government is now attempting to do the same, This
training module provides the participant with a simplistic model that serves as the framework for
this new teamwork. The model describes the lines of communication between the two teams and
addresses information flow. For example, currently it is common for most of the information flow



between the government and contractor to be between two engineering specialists ( low-level
communication) or through the project managers ( high-level communication ). With the advent of
CE, many sources believe that all work should be performed in the team environment and that
government engineering specialist to contractor engineering specialist commumcations should be
reduced or eliminated. The MECOM CE steering committee does not believe this is appropriate or
realistic. Although design decisions and problem resolutions will be handled in the team
environment, the one-on-one relationship is absolutely necessary to achieving the trust and
resolving day-to-day issues necessary for a successful program. The model also provides for the
creation of supporting teams made up of government and contractor personnel to address critical

problem areas, on an as needed basis.

Program specific CE activities

The last training module, program specific CE activities, is used to put the participants to work on
their program, using the CE design philosophy that was covered in the previous modules. This
serves several purposes. First, as training is completed, team members have the opportunity to
immediately employ what they have learned. There is no time delay so that confusion can cloud
the lesson. Second, instructors are still available to facilitate activities of the group, and to answer
any questions that may arise. And finally, the team has just shared the common training
experience: People are familiar with their team members, and are more inspired to tackle the task
at hand.

Suceessful implementation of CE within DoD) requires its practitioners to have a common understanding
of the philosophy. Team building, managerial support, and government/contractor cooperation are
addittonal key ingredients, along with numerous tools and methodelogies that can smooth the transition
to the CE design environment. CE requires a cultural change, with new tools, roles and respon-
sibilities. Its implementation will not be easy. That is why training is important.

MICOM has seen the need for an innovative approach to training its managers and design teams in
CE. The undertaking was not only successful, but used the CE philosophy in its own creation.
The CE steering committee, bringing together the collective knowledge of the MICOM design
environment, used many of the same tools and techniques to create a set of training modules to
address all aspects of CE, and integrate those lessons into models that could be used within
MICOM and DoD.
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I. According to Department of Defense { DeD ) Regulations 5000. | and 5000. 2, concurmrent

engineering { CE) will be used for development of all future military systems.
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2. While tools and methodologies were given adequate coverage, more philosophical aspects of
CE (i.e. improving communication, organizational and team structure, etc. ), were not
slighted.
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3. Contractor personnel also highlighted concerns over a lack of definitive requirements in requests
for proposals (RFPs) and funding variations over the course of a program.
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T he failure to integrate & prodoct stradegy, a well-planned portfolio, and a facilitating
organization structure with clearly identified cusiomer needs, a3 well-defined product concept .
and a project plan can severely hamper new product development.

Many companics formulate product sirategies, routinely choose among new product concepts . and
plan new product development projecis. Yet, when asked where the greatest weakness in product
innovation is, the managers ai these companies indicate the fuzzy froal end. They recite some
familiar sympioms of front-end failure
& New products are abruptly cancebed in midsream because they don’t " match the company
= “Top priority” new product projects suffer because key people are “too busy” to spend the
required time on them.
s New products are frequently introduced later than announced because the product concept
has become a moving target.

Times have changed since 1983 when Donald Schiin described product development as a " game™ n
which “general managers distance themselves from the uncertainties inherent in product development
and. . . technicnd persomnel prodect themselves against the loss of corporate commitment.  Since then,
new product developrneni has become a core business activity that needs 10 be clossly ted o the
business strategy and & process thal mus be managed through analysis and decision making. Now,
general managers canpot distance themselves from the uncertainties of product development . nor can
technical personnel protect themselves againsl covporate oomEnitment.

As enhanced capabilities for concurrent engineering, rapid prototyping, and smoothly functioning
supplier partnerships have helped reduce product design and development fimes, management
attention has begun to shifi 1o the cross-functional, front-end strategic, concepiual, and planning
activities thal typically precede the detailed design and development of a new product. Here, new
product ideas gmn the shape, justification, plans, and suppont leading to their approval and
subsequent execulion.  Yel, despite widespread recognition of the front end's importance , therne
has been limited systematic examination directed at improving its effectiveness.
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What is the “front end” 7

Prior research has focused on the success factors for new product development { NPD ). While
many of these factors relate to design execution and project management issues, some pertain to
the front end, Consistent with Roberts’s model, we classified the fronmi-end-related success factors
identified in prior research into foundation and project-specific elements. The distinction is
important because the two require different skills and leveis of effort. Also, without adequate
foundation elements, product and project success becomes a matter of lnck. Project-specific
activities focus on the individual project and require the project team’s effort to ensure a useful
product definition and project plan. These include a product concept statement and evaluation,
product definitton, and project planning. Foundation elements, on the other hand, cut across
projects and form the basis for project-specific activities. Thus they typically require enterprise
wide support, senior management participation, and a cross-functional effort.

Foundation elements

Without a clear product strategy, a well-planned portfolio of new products, and an organization
structure that facilitates product development via ongoing communications and cross-functional
sharing of responsibilities, front-end decisions become ineffective. Achieving these preconditions

provides a foundation for streams of successful new products.

Key product strategy ¢lements include the formulation and communication of a strategic vision, a
product-platform strategy, and a product-line strategy to support the go/no-go decision for a new
product. Previous research suggests that familiarity with the product strategy enables appropriate
decisions on NPD timing and target markets and also an assessment of the fit between the product
and the core competence of the business unit.

In addition to a product vision, business units need to pilan their portfolio of new product
development activities, which goes beyond the traditional marketing view of having a produci for
every segment, market, and price point. Portfolio planning should map all new product initiatives
across the business to balance risk and potential return, short and long time horizons, or mature
and emerging markets. At the same time, the portfolio plan should ensure consistency with the
praduct and business strategy. If well done, it facilitates the allocation of scarce resources to new

product development projects.

An essential precondition is establishing the organization structure for new product development.
Decisions on structure, communication networks, and roles are magde at a business-unit level.
Research has highlighted several requirements for the product development organization and its
functioning , sach as using a maftrix or project form, organizing NPD around core business/ product
teams rather than traditional functions, using design and communication iools including infor-
mation systems, and establishing controls and incentives as rewards.



Project-specific elements
Product-specific front-end activities help clanfy the product concept, define product and market

requirements, and develop plans, schedules, and estimates of the project’s resource requirements,
However, they stop far short of creating detailed designs and specifications for the product and its

components.

The product concept is a preliminary identification of customer needs, market segments ,
competitive situations, business prospects, and alignment with existing business and technology
plans. Research suggests that the product concept should be clear so that managers can sense
whether the newly defined opportunity seems worth exploring, Managers need to understand
customer needs and identify the potential technologies and applications to satisfy them. For
tangible products, the product concept is usually illustrated with a sketch or three-dimensional
model. Because such concepts are relatively inexpensive to produce, managers often create several
before selecting one to fully design and develop. Early targets —measured in product cost,
product performance, project cost, and time to market — set the stage for generating various

product concepts.

The product definition, an elaboration of the product concept, incorporates judgments about the
target market, competitive offerings, and the time and resources for bringing the new product to
markei. The definition activity includes identification of customer and user needs, technologies,
and regulatory requirements. These lead to a choice of product features and functions, target
market segments, and design priorities. Research on the implementation of the front end indicates
that an explicit, stable product definition and an understanding of the trade-offs among customer
requirements, technology, and resource/cost constraints are important factors for success.

Project planning includes project priorities and tasks, a master schedule, projected resource
requirements, and other supporting information. Here, it is critical to communicate the project
priorities, provide adequate resources, and anticipate contingencies. And, despite progress in new
produet development practices, typical systems do not adequately address these critical issues.

The front-end process

We take a process view of the front end because earlier studies and our preliminary research
suggested that the individual activities, while logically interrelated, often are treated inde-
pendently. Accordingly, we present a systems view of the front end (see Figure 1). This process
description is consistent with growing empirical evidence of the need to stmultaneously consider
overall product strategy ( foundation elements) with project-relevant input such as product ideas,
market analysis, and technology options. Thus understanding the interrelationships between the
activities is as important as the activities themselves.
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Figure 1. A model of the new product development from end
Product strategy and portfolio plans should drive the complete new product development effort, in
conjunction with the capabilities and competencies of the product development organization, with
its inherent assumptions about roles, communications, and culture. These elements are thus
preconditions or foundations for the explicit activities in new product development. Many
companies implement a formal phase-review management system to define and guide the explicit
project-specific activities; this review process involves the process itself, roles that make it work,

and primary deliverables,

» Phases of the front-end process. Companies generally begin work on new product
opportunities { often called “ pre-phase zero” ) when they first recognize, in a semiformal
way, an opportunity. If the newly defined opportunity is worth exploring, the company
assigns a small group, sometimes including suppliers, to wark together on the product
concept and definition ( phase zero),

In phase one, the company assesses the business and technical feasibility of the new
product, confirms the product definition, and plans the NPD project. Thus the
development team identifies the new product, its development, and the business rationale
for proceeding. The front end is complete at the end of this phase when the team presents
the business case and the business unit either commits to funding, staffing, and launch of
the project or kills the project.

N\

* Front-end roles. A core team (including the praject leader) and an executive review
commiitee of senior functional managers responsible for making the go/no-go decision
typically conduct the process we’ve described. During Phase One, if not soomer,
companies assign individuals from alf functional areas as members of the core team for the
product development project. Normally, if a company approves the project at the end of
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Phase One, a full complement of people to design, develop, test, manufacture, and
launch the new product supplements the core team. Previcus studies have indicated that
team structure varies in composition, size, and leadership. Often, the core team includes
selected suppliers as partners; their knowledge of technology, costs, and design and
manufacturing lead times can contribute to product definition and project planning,

* Primary front-end deliverables. The front-end activities result in the product concept
( clear and aligned with customer needs) , the product definition ( explicit and stable } , and
the project plan ( priorities, resource plans, and project schedules).

A well-engineered front-end process

How can a company improve its front-end practices fo achieve® success in new product
development? Is it enough to improve the activities we have described? We suggest that best
practice in new product development goes beyond simply adopting these activities. Success
depends on how companies integrate dimensions and elements of product development.

Our research highlighted certain challenges in integration of the front end beyond the obvious need
for cross-functional effert. First, because project-specific activities build on foundation activities,
companies should ensure that the foundation elements are aligned with the product development
process and project-specific activities. Second, they should ensure consistency between strategic
and operational activities. The challenge is to make strategy explicit enough to guide day-to-day
choices for new product development. We found the integration of these two factors was rare but
extremely potent. At the companies studied, we observed several kinds of integration problems .

* Senior managers sometimes delegated the formulation of a product strategy to product and
R&D managers.

* The product development staff often made decisions that affected other products and
business unit strategy. { While the core team faces technical uncertainty about the product
and manufacturing and distribution processes, resolving cross-project issues or providing
guidelines should be senior management responsibilities. )

* Managers in various functions and organizational levels rarely ensured consistency and links
among R&D activities, product strategy, and current product development.

* Managers frequently took on product development projects without committing adequate
resources. ( Often there is a misconception that product development staff working on
multiple projects improves efficiency. The result is long delays in product launch and lost
revenues. With ongoing downsizing in many compauies, this kind of neglect is becoming
chronic. Senior managers need to help product and R&D managers understand a project’s
relative importance. )

* Senior managers did little to measure and reward cross-functional teamwork. ( Front-end
participants need to know that management values their contributions. )
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Balancing front-end explicitness and flexibility

Management of the front end also requires a balance between getting things right and being flexible
during NPD execution. Other front-end elements and activities should also be balanced. There 15 a
natural tension between planning to reduce risk and responding to inherent uncertainties. For
example, we suggest that product strategy and portfolio planning be explicit, yet we recognize that
some subsequent shifts in the product definition are inevitable, forcing contingent actions.
Furthermore , postponing the final decisions at the front end by continuing the development of
parallel concepts or solutions may reduce uncertainty. While our research did not focus on this
issue, we believe that there must be a balance between front-end planned activities and ongoing
teration during the NPD project, between making “final” decistons early and intentionally
keeping open parallel alternatives, and between establishing product development targets through

analysis and working by instinct alone.

Diagnosing front-end activities

Based on our study findings, we propose that companies evaluate their front end on degree of
formality and the integration of activities. The dimensions — formality and process integration —
can be measured on a checklist. The diagnostic statements evaluate the explicitness and formality
of front-end practices. The statements on integration document how well these and other front-end

activities are integrated.

A senior business unit manager such as the vice president of R&D, chief technology officer, or
director of new product development should assess business practices and then calculate the score
of the business unit, ¢counting a check for any item as one point. The sum of the scores on the
formality statements gives the formality score; the sum of the integration statements, the
integration score. The manager can then map the score on each dimension on the front-end

capability map (see Figure 2).

Full 10
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Figure 2, The fornt-end capability map



o—— iy f_ﬂ'ﬁg——o
The mapping indicates how well (or poorly) a business unit is doing along the two dimensions of
formality and integration. Research indicates that world-class companies score eight or more on
both dimensions. Companies that score three or less on either dimension have a deficient front end
and are likely to have major problems with their product development efforts. Senior management
needs to find ways to improve these efforts; the checklist is a first step to understanding where and
what to improve. What is more difficult is to understand how. In the next section, we discuss how
companies and business units can plan a transition to a better-managed front end.

Managing the transition

All the companies studied were moving toward a more explicit, integrated front end. They were trying
to build compiementary capabilities to support the critical go/no-go decisions and development plans
for new product concepts. Yet each was taking a different path at a different rate.

Stages of evolution

We see three stages in the product development front-end, not including the stage in which a
company has no formal front end — the pre-emergent stage. The next stages are “ awareness, "
“islands of capability ,” and " integrated capability” (see Figure 3). The triggers to reach the
awareness stage from the pre-emergent stage are typically growth, additional product line
complexity; or competitive pressures for either more product innovation or lower product
development costs. In any case, at the awareness stage, companies recognize the significance of
the front end but have little capability associated with it. They score poorly on both the formality

and integration dimensions.
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Figure 3. Stages in the transition to a mature front end
* Islands of Capability ( Stage Two). Study suggests that most leading product innovators are
at the islands of capability stage. These companies realize the potential of having a well-
managed front end and have some of the required capabilities, but inconsistently. Missing
are many elements of front-end process integration. Companies find it easier to improve the



formality of this process than to address the subtle gaps in integration.

How can companies evolve from “awareness” to “islands of capability”? That depends on what
the business unit has already achieved and what capabilities it needs, given its industry and
company. We identified two broad approaches to achieving Stage Two. First, those companies
that have barely begun to understand the importance of the front end should recognize that product
development is a senior management responsibility. Managers should carry out several structured
activities, such as the diagnostic test. Second, those companies that recognize the importance of
the front end should formally and systematically conduct various front-end activities. Those
activities include having an explicit product definition, estimating technology requirements early,

and planning resotrces.

¢ Integrated Capability ( Stage Three ). Front-end product development integration, the
hallimark of Stage Three, is quite rare. We believe that most companies don’t understand
that this stage is significant in terms of required capabilities, and achieving it takes
concerted effort. At the few companies with this degree of process integration, analysis
and decisions have been both explicit and rigorous, and all front-end activities are managed
as a single process. Stage Three companies execute NPD projects better and faster than
their competitors and are more likely to introduce a winning product. One can honestly say
of these companies that “well begun is more than half done. ”

How can companies make a transition from “islands of capability” to “integrated capability?”
Some Stage Two companies have much of the required formality but not necessarily the degree of
integration to yield substantial benefits. Most Stage Two companies should focus on understanding
the various dimensions of integration. Among our sample, we identified three ciusters of
companies that required somewhat different approaches to get to Stage Three. These three clusters
represent generic front-end states and problems that many companies face,

While companies in the first cluster have passed Stage One, they still have a long way to go. They
need to focus closely on senior management involvement in creating a product vision.
Improvements in front-end formality and integration, while not easy, will be easier if the product
development group can understand its purpose better.

Second cluster companies will realize improvements from refinements in the front-end process.
They need to make their front-end activities more explicit and, in particular, understand how to
better manage their technology and resource requirements. Once they progress on these
dimensions, they ¢an focus more on cross functional and integration problems.

The third cluster of companies were the most advanced among the Stage Two companies. Front-
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end explicitness is not their main problem, Instead, their challenge is to work on cross-project
issues and technelogical uncertainties. By having close ties among strategic planners and project
personmel, they will understand the links among projects and anticipate maiches or mismatches
between future market needs and current technology and product plans. They need to establish
closer connections between their R&D and product development groups so that they can anticipate
overall technological progress and product-specific technological uncertainty.

* Sustaining Stage Three. Clearly, reaching Stage Three is not easy; even those companies
that have achieved it continue to require improvements. Changes in competition,
technologies, tools, and organizational structures and relationships may need changes in at

least some front-end practices.

Congclusion

Most companies have uninecessarily fuzzy front-end systems. The best way to integrate the front-
end process is to use an overall systems perspective and thoroughly assess the current state of the
front end. Fixing what appears to be broken requires the ability to see the interrelatedness of issues

and the development of a coherent agenda.

We caution against oversimplification; not all companies should adopt the same front-end
solution, and most will need to adopt more than one. For example, we found that companies used
executive reviews in different ways with mixed success; some case study companies changed the
role of the executive review group for different products. In general, company size, decision-
making style, operating culture, and frequency of new product introduction are some factors that
are critical to a preferred front-end solution. We discdurage companies from importing a particular
process or procedure that has worked well for others unless their contexts are clearly similar.

Managing to become less fuzzy means integrating seemingly disparate but related strategic and
operational activities, typically crossing functional boundaries. The solution must be balanced with
the emerging realities of business and the environment. With proper diagnosis, consensus, and

commitment, companies can enhance product development performance over the long term.
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=> Notes

[. As enhanced capabilities for concurremt engineering, rapid prototyping, and smoothly
functioning supplier partnerships have helped reduce product design and development times,
management attention has begun to shift to the cross-functional, front-end strategic,
conceptual, and planning activities that typically precede the detailed design and development
of a new product.
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2. Also, without adequate foundation elements, product and project success becomes a matter of
huck.
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3. However, they stop far short of creatin g detailed designs and specifications for the product and

its components,
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4. We found the integration of these two factors was rare but extremely potent.
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5. Fixing what appears 10 be broken requires the ability to see the interrelatedness of issues and the

development of a coherent agenda.
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Computer Integrated Manufacturing
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he goal of CIM is to integrate and coordinate, via compuier hardware and software, all
T aspects of design, manufacturing and relaied functions. CIM may be viewed as the
management technology that makes feasible the fully-automated factory-of-the-future.

Certain computer-hased technologies falling within the broad realm of CIM have been sufficiently
well developed 1o merit specific amention. These include compuier-aided design ( CAD ),
computer-gided process planning ([ CAPP) . material requirement planning ( MEP } , manufaciuring
resources planning | MRP 11), capacity requirementis planming ( CPR ) and shop-floor control
( SFC). Also of imponance i group techiology ( GT ) . which significently facilitates computer-
aided process planning { CAPP ), and computer-aided manufacturing ( CAM ). The topic of
networks ( telecommunications between computerized elements ) pervades many of the specific
technologics listed above, and hence deserves special consideration.

Computer-aided design

Computer-aided design [ CAD ) allows the designer o draw a design on a visual display wnil
{ VDU ), or computer monitor screen. Computer graphics is the ienm applied to the combination of
hardware and software (har makes this possible. Completed designs are stored in a design database.

Most CAD systems allow the designer o draw a model of the design by making available a set of
primitives. These are simple geometnic figures such as lines and circles in two-dimensional
modeling. Primitives may be brought onto the screen and re-sized , re-onented . partially mmmed
or otherwise ndjusted 1o creare (he desired drawing. In other words, each more complex part in the
design is hroken down into a set of simpler figures that, when appropristely positioned , create a
graphic image of the whole pari. The use of different colors in different portions of the design
display helps make dmwings even clearer and easier o understand. Another aspect of CAD
graphics thar substantially enhances clanty is thal a drawing may be rotated so the designer can
view il from many dilferent angles. This is accomplished by having the computer calculale a large
number of coordinaie transformations — a repetitive mathematical process thal a computer 1= well-
suited o do quickly. Some CAD systems can also simulale movemeot of the part if, for example,
a piece of it 15 hinged. The ability o rotate or cause movement in the design allows lesting for
clearance and frequently leads (o a major reduction in the cost of protolyping.
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Having access to a computerized design database makes it easy for a designer to quickly modify an
old design to meet new design requirements — an event that occurs guite frequently. This
enhances designer productivity ; speeds up the design process; reduces design errors resulting from
hurried, inaccurate copying; and reduces the number of designers needed to perform the same
amount of work. 1t also means the designers can focus on doing work that is mostly non-routine ,
while the CAD system does most of the routine work. Another advantage associated with a CAD
database is that all of the designs are based on the same standards. standard primitives, standard
colors and other standard design rules. This reduces unpleasant surprises for a designer attempting
to modify a previous design that might, under a manual system, be based on a different set of

rules or assumptions that the ones (s)he is following.

Computer-aided engineesing

Computer-aided engineering ( CAE) enables engineers to do complex engineering analysis on the
computer. Once CAD work had been completed, a designer can use CAE to analyze the design
and determine if it will work like the designer thought it wounld. For example, if a simulation of a
circuit design shows that the circuit produces a few unanticipated and undesired outputs, some re-
design is clearly necessary. Likewise, if a siress analysis shows that a particular design would
break down if subjected to more than 15 pounds of pressure, and the specifications call for
withstanding 30 pounds, it is back to the drawing board.

Electronic computer-aided engineering (ECAE ) is primarily used to design integrated circuits and
printed-circuit boards. The term computer-aided software engineering ( CASE) is sometimes used
to distinguish software development tools from hardware development tools. Circuit-design,
circuit-checking and project management software are the major elements of CASE. Mechanical
computer-aided engineering ( MCAE) deals with the mechanical aspects of design, making sure
that all of the pieces fit together and that all of them actually fit into the box as plammed. When
these designs are subjected to spreadsheet-like “what if” analysis based on engineering equations
contained in the software, the essentials of the design can be optimized before the design engineer
spends a lot of time getting down into the fine details. Part of the optimization can include

manufacturability.

With any kind of CAE, detailed engineering analysis provides data, which will probably be useful
when actually manufacturing the product. Such data not only include product specifications, but
also process information on the design of tools or molds, programs used for controlling the
motions of numerical control ( NC) machines or robots. Thus a database created as a result of
CAD/CAE may then be used 1o support computer-aided manufacturing ( CAM).

Computer-aided manufacturing
Computer-aided manufacturing ( CAM) encompasses the computer-aided techniques that facilitate
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the planning, operation and control of a production facility. Such technigues include computer-
aided process planning { CAPP}, numerical control part programming, robotics programming,
computer-generated work standards, material requirements planning ( MRP ), manufacturing
resources planning { MRP II), capacity requirements pltanning ( CRP) and shop-floor control

{SFC).

Computer-aided process planning ( CAFPP) creates the sequence of steps that must be followed to
produce a given part or product. It instances where a variety of similar products are to be
produced. Process planning is typically a sophisticated, but largely repetitive task. Hence, it is a
task for which a computer is well suited, provided a well-organized system is devised for the

computer to follow.

Group technology ( GT) is the methodology that usually provides the basis for the well-organized
system required by CAPP. GT classifies parts quite efficiently by dividing the parts into families
that exhibit similar characteristics. One common basis for similarity is the characteristics of the
part itself, such as its shape, its size, or the material from which the part is made. Another
common basis for similarity is the characteristics of the manufacturing process for the part, such as
the process sequences or routings the part must foliow, or the types of equipment used to make the
part.

Any of a variety of coding schemes may be applied to uniquely identify each part by a number of
ant alphanumeric { letiers plus numbers ). These may range from less than 10 to more than 30
characters in length. Each character adds a little more information about the part.

Once all parts have been coded, standard process plans may be developed for each family of parts,
After this phase has been completed, process planning for a new but similar part may be
accomplished by slight modifications to the standard plan for the part’s family. If the part has been
built before, the plan is simply called up from the CAPP database.

The system just described is called variant CAPP because human users gel involved to deal with
variants of the standard plans retrieved from the CAPP database. A more sophisticated approach is
generative CAPP, wherein CAPP more accurately stands for computer-automated process planning,
Generative CAPP allows the computer to automatically generate optimal process plans based on a
series of algorithms imbedded in the system software. The algotithims can take into account a variety
of relevant concems, including differences in speed, quality and cost for various altemative
methods, prior results, the age of the equipment involved (if tool wear or potential for breakdown
are factors }, etc. In cument practice, the capabilities of generative CAPP systems are rather
limited.
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Material requirements planning ( MRP) is a computerized system for the timely planning and
control of inventory. MRP requires the estimates of the demand for a particular finished product in
a particular week be developed based on forecasts, available capacity and other factors. MRP then
analyzes the bill of materials (BOM} — the list of all of the parts needed to build the product —
and calculates when each of these parts should be ordered so that enough of them will be on hand
when they are required by manufacturing. This sounds logical and straightforward, but can

actually get quite complicated in practice.

For example, a particular finished product may contain a number of complex subassemblies,
which are in turn made of less complex sub-assemblies, which are made of simple subassemblies,
which are made of a variety of parts] Then, in addition to these levels of complexity, imagine that
the lead-times required to order and receive certain parts in simple sub-assembly #127 are 12 weeks
instead of the more typical five, six or seven weeks. Compound this problem with the possibility
that the 12-week lead-time for those parts might suddenly rocket up to 20 weeks due to an
unexpected increase in supplier demand or problems in the supplier manufacturing process. Then
suppose that in-house manufacturing difficulties could cause a temporary slowdown in the
anticipated production rate for simple sub-assemblies in general. Given this degree of variety and
complexity, the tremendous appeal of a computerized technigue for keeping track of all these

interdependent factors is obvious.

Also obvious from the hypothetical scenario outlined above is that the MRP program must be
supplied with the best possible estimates for both the lead-times required to manufacture any of
these parts, sub-assemblies or final assemblies in-house and the leadtimes required to purchase any
of these items from outside suppliers. Changes in the original schedule are then noted by the
computer, which issues change notice to relevant factory personnel. MRP systems that take into
account feedback from manufacturing and other functions are often referred to as closed-loop MRP
systems, since the feedback serves to close information loops between concerned parties.

Manufacturing resources planning ( MRP I} is basically an extended version of material
requirements planning ( MRP). Parts are required at various times and MRP II determines the
costs of the parts and the cash flows required to pay for them. It also estimates cash flows for
related expenditures such as wages, tools, equipment repairs and even the power bills.
Sophisticated MRP I programs can predict cash requirements, by departmental unit, for a year or
more in advance, thus accomplishing computerized budgeting. Also, because MRP II converts all
of its inputs into equivalent cash flows, it can be used as a simulator to answer a variety of “ what
if” questions about actions that may be taken by any given department. The results of such
simulations can then be used as a basis for more complex analyses to delermine how proposed
changes would impact other parts of the organizational system.

»EER_ _BRTLTIE GOIP
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Capacity requirements planning ( CPR) is a different variation on the MRP theme. Instead of
focusing on timely acquisition of invemtory or controlling cash flows, CRP analyzes available
capacity to perform the manmufacturing function. Important concerns are people and equipntent.
How much output can each person or machine provide per hour or day? Factors such as break-
times, fatigue, absentecism and so forth affect a plant’s people-related capacity, which can be
further modified by special arrangements stch as overtime work. Equipment-related capacity is an
interactive function of the speed of the machine; the rate at which inputs can be supplied to the
machine, and outputs removes; planned or unplanned maintenance; how many machines of a
particular type are on hand, erc. Since these capacities are likely to vary in complexity over time
in a manner similar to the iead-times and levels issues of MRF, computerized tracking of capacity
is another logical addition to CAM.

Stop floor control (SFC) is another aspect of CAM to be considered. SFC systems make use of
the computer to monitor and control what occurs on the factory (shop) floor. Key functions of
SFC include prioritizing shop orders; monitoring the status of current shop orders; and comparing
data on actual work-in-process ( WIP) with MRP and CRP plans. If WIP does not match the
MRFP/CRF plans, SEC facilities adjustinents as necessary,

Networks

Thus far a substantial number of computer-aided techniques that contribute toward cemputer
integrated manufacturing ( CIM) have been reviewed, but nothing has been said about how they
might be computer integrated. Integration may be achieved through one or more networks, which
electronically link together all of the various computerized entities or systems in the factory.

Getting different types and makes of computers to talk to one another is not a problem readily
resolved. Aftempts are being made at the international level as well as at the national level within
the United States to develop standards that will make this possible. The open systems
interconnection ( OSI) model is currently the most well-developed standard. It features a seveft-
layer system, each layer dealing with a different aspect of data commupications compatibility.
Layer 1 is concerned with standards for the actual physical linkage of one machine to another
such as the kinds of hardware connectors that should be used. As another example, Layer 6 is
concerned with the form of data representation; i. e. whether the data is coded in the American
standard code for information interchange ( ASCH ), extended binary-coded-decimal interchange
code ( ECDIC) or some other code. Tt also is responsible for converting any incoming stream of
data into a common code format.

A pair of industry-driven network systems based on the OSI model are manufacturing automation
protocol { MAP} and technical and office protocol (TOP). MAP was initially developed by
General Motors, but is now gaining the support of a large number of CIM suppliers and users,
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TOP is a similar networking standard developed by Boeing computer services for business office
and engineering applications. MAP and TOP are now being integrated into a single MAP/TOP

network system.

Networking is further complicated by the need to have networks that operate at different
hierarchical levels within a CIM environment, such as a substantially or fully automated factory.
For example, the highest-level networking might integrate an entire factory, much like a plant
manager does. At the next level down several networks might act like middie managers to plan
and coordinate activities within and between various functions within the factory. The level below
that might consist of networks that monitor and control the activities of various groups of
automated machines (departments}, such as a flexible manufacturing system. Additional levels
might contain networks responsible for activities like material handling between workstations, and
finally networks that cause the action of individual workstations.

The actual physical network that link together various computers and computer controlled
equipment (e. g. robots, automated test equipment) within a single plant site are called local-area
networks (LANs). These typically consisi of coaxial and fiber-optic cables, which interconnect
the machines and network computers that manage the flow of data through the network. Larger-
scale networks linking a variety of locations are termed wide-area networks ({WANs),

Other key elements of factory automation

The factory automation technologies discussed thus far have, for the most part, consisted of
computer hardware and software. Other key technologies, while also computerized to at least
some extent, are more recognizable as physically active machines. Hard aatomation will be
contrasted with forms of flexible automation such as numerical control, programmable logic
controllers { PLCs ), automatic test equipment { ATE) and robot. Various systems, including
flexible manufacturing systems ( FMSs ), automated storage and retrieval systems { AS/RS) and
pathways for automated guided vehicles { AGVs) are also important aspects of factory automation.

Hard automation

Automation may be defined as the replacement of manual labor with machine labor. In simpler
forms of automation, the machine does the work while a human guides the machine. Examples
include drilling a hole with an electric drill, cleaning up a dusty workbench with a miniature
vacuum cleaner, or assembling a netal or plastic box with a power screwdriver., In more
sophisticated forms of automation, a human need not guide the activities of the machine
continuously, Instead, the machine is programmed (o perform tasks in appropriate ways.

A machine designed to cycle through only one specific set of motion is an example of fixed or hard
automation. A toaster is such a machine. It automatically exposes bread to heat, converting it into
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toast. A dishwasher, a coffee-making machine and a traffic light are also forms of hard automation.

Numerical control
Numerical control { NC) machines consist of combinations of cutting and shaping tools, such as

lathes and drill presses, which are controlled by instruction coded onto a paper tape. As the tape
passes through a paper-tape reader, the various tools reshape the work piece according to the
pattern prescribed by the instructions on the tape. Any described change in the pattern is
accomplished by simply changing a new version of the paper tape.

Modern approaches to numerical control are CNC and DNC. In computer numerical control
{ CNC) , a small computer replaces the conventional controller unit of the NC machine.

Direct numerical control { DNC) differs from CNC in that a larger computer controls a number of
NC machines simultaneously. A combination of CNC and DNC is also possible. In this hybrid
approach, the larger computer stores the NC part programs. These are downloaded as needed to
the smaller CNC computers, which then control the NC machines.

Programmable logic controllers

Programmable logic controllers ( PLCs) are, in essence, small and simple computers that can be
programmed to control industrial equipment in relatively simple ways. They differ from other
types of computers in that they are specifically designed to cope with an industrial environment,
which may exhibit relatively extreme temperatures { for computers } , high humidity, significant
vibration and substantial amounts of electro-magnetic interference { EMI).

Applications of PLCs include monitoring output of production equipment; monitoring tool wear;
monitoring reporting and controlling plant power and energy usage; controlling temperature and
pressure for plastic injection-molding machines; and controlling materials handling equipment
( transfer-line machines}. As personal computers ( PCs) become smaller and more ruggedly built,
they will probably replace PLCs in many applications,

Automaiic test equipment
Automatic test equipment ( ATE) currently plays a very significant role in testing itegrated
circuits (ICs} and printed-circuit boards ( PCBs), both of which are key elements in computer
and telecommunications equipment. Once properly programmed, ATE can rapidly and accurately
perform a large number of tests on the circuit in question. This is really a form of computer-
automated inspection (CAI). So ATE plays an important role in assuring high levels of quality.
Most ATE syslems consist of .

* a general-purpose microcomputer or workstation ;

* a hardware interface that connects the circuits being tested to the circuits under the control
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of the computer;
* a variety of testing software, which must be frequently updated. Some customization is
typically required to meet the needs of each specific applicadon.

Robotics
Robots, according to the Robot Institute of America, are “ reprogrammable, multi-functional
manipulators designed to move materiat, parts, tools or specialized devices through variable
programmed motions for the performance of a varety of tasks,” While the traits of
reprogrammability and multi-functionality apply to numerical control ( NC) machines as well, the
latter consist of combinations of specific tools rather than of one of two very general-purpose
manipulators to which a wide variety of tools might be attached. Robotic manipulators are
typically more mobile than the tools in NC machines. Industrial robots consist of four basic
COMpPOonNents ;

* manipulators;

» end-effectors;

® SEnSors;

controllers.

Manipulators are the counterparts to human arms and wrists. They require joints or articulations in
order to move. Robotic manipulators are hydraulically- ( liquid-), pneumatically- ( gas-} or
electrically-powered. The lengths of most industrial robots” manipulators range from a few inches

to about 10 feet,

End-effectors are attached to the ends of manipulators. An effector is a device that effects in
action, like picking up a part of manipulating a tool. Thus an effector attached to the end of a
manipulator is called an end-effector.

Sensors convert information concerning what is happening in the robot’s world (e. g. workpiece-
reflected light rays for vision) into electronic signals that can be analyzed by the computer(s)
controlling the robot. The robotic sensors of greatest interest include vision, tactile { touch} and

force sensors.

Controllers are robotic brains, the computers that tell the robot what to do next. Robotic
controllers vary from simple to complex. The level of controller intelligence required by a robot is
dependent upon the sophistication of the manipulator (s}, end effector(s) and sensor({s) to be
incorporated in that robot,

The simplest robots do not acmally require a computer at all. They just move their arms or
grippers in a direction until pressure or the arm or gripper triggers a halt in motion. These pick-
and-place robots, and those on the next highest level of sophistication, may be classified as point-
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to-point ( PTP) robots.

The most sophisticated modern robots are controlled by one or more computers. Such robots may
be programmed to follow a continuous path or contour rather than simply moving directly from one
point to another, and hence are known as continuous-path robots. They exhibit considerably
greater accuracy and dexterity than PTP robets. Continuous path robots may be taught their tasks
via the lead-through method — using a remote controlled box called a teaching pendant — or via

off-line programming.

Some major applications of robots in high-technology operations include material handling, parts
positioning and assembly. Robots are also commonly used in welding, drilling and spray-painting

applications,

Flexible manufacturing systems
In general, a flexible manufacturing system (FMS) is a major grouping of computer controlled
manufacturing devices linked to a computer that acts as their manager. An FMS is intended to
operate with little or no human intervention. Key attributes of an FMS are ;

* flexible work stations that can make a wide variety of parts with very short set-up times;

¢ a flexible materials handling system that moves the parts between work stations;

* ¢computer control in real time.

A typical FMS might consist of a half dozen numerical control { NC) machines that are loaded and
unloaded by robots, all of whom report to a minicomputer. The NC machines would most likely
operate under distibuted numerical control ( DNC I}, a hybrid combination of CNC and DNC.
The robots would probably be continuous path robots, for greater flexibility. The lowest three
levels of the network systerns hierarchy discussed earlier would be applied within such an FMS.
Broadly speaking, an FMS is a work group or department within an automated factory. An FMS
may be considered an evolutionary step towards a truly fully-antomated factory.

Related to flexible manufacturing systems is the concept of flexible manufacturing cells ( FMCs),
FMCs are usually smaller and less automated than FMSs, typically involving two to four machines
plus at least one human operator. The operator{ s} monitor the equipment, inspect the output of
the cell for quality, perform maintenance, cope with any unusual sitwation, and may zlso get
involved in changing programs for some of the equipment, such as NC machines.

Auntomated storage and retrieval systems

An automated storage and retrieval system ( AS/RS} essentially functions as an automated
warehouse, though it should be noted that some AS/RSs are considerably closer to warehouse-size
than others. Parts are stored in bins that can be delivered to ome or more collection and
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distributions-points, where more parts may be added or needed parts may be removed and sent on
to manufacturing. A computer keeps track of how many of which kinds of parts are stored in
which bins, and controls the mechanical system that selects the desired bin and moves it to a

collection or distribution point.

Besides enhancing the accuracy of material pulls (i. e. the removal of material to fill an internal or
customer order ) , AS/RS is space efficient, providing better use of the available volume of storage

space.

Auromated guided vehicles
Automated guided vehicles ( AGVs) are a form of truck that does not reguire a human driver,

Guidance is provided by a system of pathways in or on the factory floor. In some AGV systems,
the pathways consist of a grid of wires embedded in the concrete floor, through which radio
siguals may be sent to be picked up by sensing units in the undersides of the AGVs. In another
approach, the pathways consist of painted strips, and the units in the undersides of the AGVs are
designed to detect or activate the special paints (e. 8. photoreflective paint). Whatever method is
used, the basic idea is that a computer can send its fleet of AGVs 1o the right places at the right
times in order to transfer materials to other locations on the factory floor,

An AGV can be designed to contain additional microprocessor-based intelligence, useful for
coping with unanticipated events — such as some unintelligent person crossing the AGV’s path
while it goes about its assigned tasks. AGWVs can be designed to transport a wide vartety of
containers, or even standard wooden pallets on which containers are stacked,
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1. Certain computer-based technologies falling within the broad realm of CIM have been
sufficiently weil developed to merit specific attention.
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2. Most CAD systems allow the designer to draw a model of the design by making available a set

of primitives.
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3. When these designs are subjected to spreadsheet-like “ what if” analysis based on engineering
equations contained in the software, the essentials of the design can be optimized before the
design engineer spends a lot of time getting down into the fine details.
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It instances where a variety of similar products are to be produced.
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Any of a variety of coding schemes may be applied to uniquely identify each part by a number

of an alphanumeric {letters plus numbers}.
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Given this degree of variety and complexity, the tremendous appeal of a compuierized
technique for keeping track of all these interdependent factors is obvious.
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. Sophisticated MRP 11 programs can predict cash requirements, by departmental unit, for a year

or more in advance, thus accomplishing computerized budgeting.
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- Getiing different types and makes of computers to talk to one another is not a problem readily

resolved.
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The nature of simulation

This is a paper aboul techniques for using compaters (o imatate, or simulate, the operations of
vanous kinds of real-waorld facilibes or processes. The facility or process of interest is usually
called a system, and in omder to study it scientifically we ofien have 10 make a set of assumplions
about how it works. These assumptions, which esually take the form of mathematical or logical
relationships , constitute & model that is used (0 try © gain some understanding of how the

corresponding system behaves

If the relationships that compose the model are simple enough, ot may be possible o use
muthematical methods { such a4 algebra, caleulus, or probability theory ) 1o oblain exact information
on questions. of interest; this is called an analytic solution. However, most real-world systems are
oo complex o allow realistic models 1o be evaloated amalytically , and these models moe be sudied
by means of simulation. o o simolation we use s computer 0 evaluate a model numerically , and
data are gathered in order 1o estimate the desired true characteristics of the model,

As an example of the use of simulation, consider & manufacturing company that is contemplating
building a large extension onto one of s plants but 1 not sure if the potential gain in productivity
would justify the construction cost. It certainly would not be cost-elffective (o build the extension
and then remove il later if il does not work out. However, a careful simulation study could shed
some light on the question by simulating the operation of the plani as it comently exisis and as 1
wiould be it the plant were expanded,

Application areas for simulation are oumerous and diverse. Below is a list of some particular kinds
of problems for which sumulation has been found 10 be a useful and powerful ool .

* Designing and analyzing munufacturing svalemns

® Evialuating military weapons systems or their logistics reguirements

* Delermining hardware requirements or protocols for communications nelworks

* Determining hardware and software requirements for a computer system

* Designing and operating transporiation systems such as airports, freeways, pors, and

subways
* Evaluming designs for service organizations such as call cemers, [asti-food restauranis
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hospitals, and post offices
* Reengineering of business processes
* Determining ordering policies for an inventory system
¢ Analyzing financial or economic systems

Simulation is one of the most widely used operations research and management-science
techmgues, if not the most widely used. One indication of this is the Winter Simulation
Coanference, which attracts 600 to 700 people every year. In addition, there are several simulation
vendor users’ conferences with more than 100 participants per year,

There are also several surveys related to the use of operations research techniques. For example,
Lane, Mansour, and Harpell (1993 ) reported from a longitudinal study, spanning 1973 through
1988, that simulation was consistently ranked as one of the three most important “ operations-
research techniques. ” The other two were “math programming” (a catch-all term that includes
many individual techniques such as linear programming, noniinear programming, etc. ) and
“statistics” ( which is not an operations-research technique per se). Gupta (1997) analyzed 1294
papers from the journal Interfaces ( one of the leading journals dealing with applications of
operations research) from 1970 through 1992, and found that simmulation was second only to
“math programuming” among 13 techniques considered.

There have been, however, several tmpediments to even wider acceptance and usefulness of
simulation, First, models used to study large-scale systems tend to be very complex, and writing
computer programs to execute them can be an arduous task indeed. This task has been made much
easier in recent years by the development of excellent software products that automatically provide
many of the features needed to “program” a simulation model. A second problem with simulation
of complex systems is that a large amount of computer time is sometimes required. However, this
difficulty is becoming much less severe as computers become faster and cheaper. Finally, there
appears to be an unfortunate impression that simulation is Just an exercise in computer
programming , albeit 4 complicated one. Consequently, many simulation “smdies” have been
composed of heuristic model building, coding, and a single run of the program to obtain “the
answet. 7 We fear that this attitude, which neglects the important issue of how a properly coded
model should be used to make inferences about the system of interest, has doubtless led to
erroneous conclusions being drawn from many simulation studies.

Systems, models, and simulation

A system is defined to be a collection of entities, e. g. people or machines, that act and interact
together toward the accomplishment of some logical end. In practice, what is meant by “the
system” depends on the objectives of a particular study. The collection of entities that comprise a
system for one study might be ouly a subset of the overall system for another. For example, if one
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wants to study a bank to determine the number of tellers needed to provide adequate service for
cystomers who want just to cash a check or make a savings deposit, the system can be defined to be
that portion of the bank consisting of the tellers and the customers waiting in line or being served.
If, on the other hand, the loan officer and the safety deposit boxes are to be included, the definition
of the systern must be expanded in an obvious way. We define the state of a system to be that
collection of varables necessary to describe a system at a particular fime, relative to the objectives
of a study. In a study of a bank, examples of possible state variables are the number of busy tellers,
the number of customers in the bank, and the time of amival of each customer in the bank,

We categorize systemns to be of two types, discrete and continuous. A discrete system is one for
which the state variables change instantaneously at separated points in time. A bank is an example
of a discrete system, since state variables — e. g. the number of customers in the bank — change
only when a customer arrives or when a customer finishes being served and departs. A continuous
system is one for which the state variables change continuously with respect to time. An airplane
moving through the air is an example of a continucus system, since state variables such as position
and velocity can change continuously with respect to time. Few systems in practice are wholly
discrete or wholly continuous; but since one type of change predominates for most systems, it will
usually be possible to classify a system as being either discrete or continuous.

At some points in the lives of most systems, there is a need to study them to ry to gain some insight
into the relationships among various componenis, or to predict performance under some new conditions
being considered. Figure 1 maps out different ways in which a system might be studied.

Experiment Experiment
with the with a model
actual systern of the system
Physical Mathematical
medel model
AnaF){t:cal Simulation
solution

Figure 1. Ways to study a system
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o Experiment with the Actual System vs. Experiment with a Model of the System. If 1t is
possible ( and cost-effective) to alter the system physically and then let it operate under the
new conditions , it is probably desirabie to do so, for in this case there is no question about
whether what we study is valid. However, it is rarely feasible to do this, because such an
experiment would often be too costly or too disruptive to the system. For example, a bank
may be contemplating reducing the number of tellers to decrease costs, but actually trying
this could lead to long customer delays and alienation. More graphically, the “system”
might not even exist, but we nevertheless want to study it in its various proposed alternative
configurations to see how it should be built in the first place: examples of this situation
might be a proposed communications network , or a strategic nuclear weapons system, For
these reasons, it is usually necessary to build a model as a representation of the system and
study it as a surrogate for the actual system. When using a model, there is always the
question of whether it accurately reflects the system for the purposes of the decisions to be
made.

s Physical Model vs. Mathematical Model. To most people, the word “ model” evokes
images of clay cars in wind tunnels, cockpits disconnected from their air planes to be
used in pilot training, or miniature supertankers scurrying about in a swimming pool.
These are examples of physical models ( also called iconic models) , and are not typical
of the kinds of models that are usually of interest in operations research and systems
analysis. Occasionally, however, it has been found useful to build physical models to
study engineering or management systems; examples include tabletop scale models of
material-handling systems, and in at least one case a full-scale physical model of a fast-
food restaurant inside a warehouse, complete with full-scale, real { and presumably
hungry} humans. But the vast majority of models built for such purposes are
mathematical, representing a system in terms of logical and quantitative relationships
that are then manipulated and changed to see how the model reacts, and thus how the
system would react—if the mathematical model is a valid one. Perhaps the simplest
example of a mathematical model is the familiar relation & = r¢, where r is the rate of
travel, ¢ is the time spent traveling, and d is the distance traveled. This might provide
a valid model in one instance (e. g. a space probe to another planet after it has attained
its flight velocity ) but a very poor model for other purposes (e.g. rush-hour
commuting on congesied urban freeways ).

* Analytical Selution vs. Simulation. Once we have built a mathematical model, it must
then be examined to see how it can be used to answer the questions of interest about the
system it is supposed to represent. If the model is simple enough, it may be possible to
work with its relationships and guantities to get an exact, analytical solution. In the d = rt
example, if we know the distance to be traveled and the velocity, then we can work with
the model to get ¢t = d/r as the time that will be required. This is a very simple, closed-
form solution obtainable with just paper and pencil, but some analytical solutions can
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become extraordinarily complex, requiring vast computing resources; inverting a large
nonsparse matrix is a well-known example of a situation in which there is an amalytical
formula known in principle, but obtaining it numerically in a given instance is far from
trivial. If an analyfical solution to a mathematical model is available and is computationally
efficient, it is usually desirable to study the model in this way rather than via a simulation.
However, many systems are highly complex, so that valid mathematical models of them
are themselves complex, precluding any possibility of an analytical solution. In this case,
the model must be studied by means of simulation, i.e. numerically exercising the model
for the inputs in question to see how they affect the output measures of performance.

o il

While there may be a small element of truth to pejorative old saws such as “method of last resort”
sometimes used e describe simulation, the fact is that we are very quickly led to simulation in
most situations, due to the sheer complexity of the systems of taterest and of the models necessary

to represent them in a valid way.

Given, then, that we have a mathematical model to be studied by means of simulation { henceforth
referred to as a simulation model} , we must then look for particular tools to do this. It is useful
for this purpose to classify simulation models along three different dimensions

¢ Static vs. Dynamic Simulation Models. A static simulation model is a representation of a
system at a particular time, or one that may be used to represent a system in which time
simply plays no role; examples of static simulations are Monte Carlo models. On the other
hand, a dynamic simulation model represents a system as it evolves over time, such as a
conveyor system in a factory.

* Deterministic vs. Stochastic Simulation Models. 1f a simulation mode] does not contain any
probabilistic (i.e. random) components, it is called deterministic; a complicated ( and
analytically intractable ) system of differential equations describing a chemical reaction
might be such a model. In deterministic models, the output is “determined” once the set of
input quantities and relationships in the model have been specified, even though it might
take a lot of computer time to evaluate what it is. Many systems, however, must be
modeled as having at least some random input components, and these give rise to stochastic
simuiation models. Most queueing and inventory systems are modeled stochastically.
Stochastic simulation models produce output that is itself random, and must therefore be
treated as only an estimate of the true characteristics of the model; this is one of the mam
disadvantages of simulation.

* Continuous vs. Discrete Simulation Models. Loosely speaking, we define discrete and
continuous simulation models analogously to the way discrete and continuous systems
were defined above. It should be mentioned that a discrete model is not always used to
model a discrete system, and vice versa. The decision whether to use a discrete or a
continuous model for a particular system depends on the specific objectives of the study.

=y ZE®K R TIWTE J3P
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For example, a model] of traffic flow on a freeway would be discrete if the characteristics
and movement of individual cars are important. Alternatively, if the cars can be treated

“in the aggregate,” the flow of traffic can be described by differential equations in a

continuous model,

Advantages, disadvantages, and pitfalls of simulation

We conclude by listing some good and bad characteristics of simulation ( as opposed to other
methods of studying systems), and by noting some common mistakes made in simulation studies
that can impair or even ruin a simulation project. Simulation is a widely used and increasingly
popular method for studying complex systems. Some possible advantages of simulation that may
account for its widespread appeal are the following:

* Most complex, real-werld systems with stochastic elements cannot be accurately described
by a mathematical model that can be evaluated analytically. Thus, a simulation is often the
only type of investigation possible,

* Simulation allows one to estimate the performance of an existing system under some
prajected set of operating conditions.

* Alternative proposed system designs (or altemative operating policies for a single system )
can be compared via simulation to see which best meets a specified requiremertt.

* In a simulation we can maintain much better control over experimenial conditions than
would generally be possible when experimenting with the system itself.

* Simulation allows us to study a system with a long time frame — e. £. an econoic
system-—in compressed time, or alternatively to study the detailed workings of a system in
expanded time.

Stmulation is not without its drawbacks. Some disadvantages are as follows.

* Each run of a stochastic simulation model produces only estimates of a model’s true
characteristics for a particular set of input parameters. Thus, several independent runs of
the model will probably be required for each set of input parameters to be studied. For this
reason, simulation models are generally not as good at optimization as they are at
comparing a fixed number of specified alternative system designs. On the other hand , an
analytic model, if appropriate, can often easily produce the exact true characteristics of that
model for a varety of sets of input parameters. Thus, if a “ valid” analytic model is
available or can easily be developed, it will generally be preferable to a simulation model,

¢ Simulation models are often expensive and time-consuming to develop.

® The large volume of numbers produced by a simulation study or the persuasive impact of a
realistic animation often creates a tendency to place greater confidence in a study’s results
than is justified. If a model is not a “valid” representation of a system under study, the
simulation results, no matter how impressive they appear, will provide little useful
information about the actual system,
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When deciding whether or not a simulation study is appropriate in a given situation, we can only
advise that these advantages and drawbacks be kept in mind and that all other relevant facets of
one’s particular situation be brought to bear as well. Finally, note that in some studies both
simulation and analytic models might be useful. In particular, simulation can be used to check the
validity of assumptions needed in an analytic model. On the other hand, an analytic model can

suggest reasonable alternatives to investigate in a simulation study.

Assuming that a decision has been made to use simulation, we have found the following pitfalls to
the successful completion of a simulation study :

* Failure to have a well-defined set of objectives at the beginning of the simulation study;

¢ Inappropriate level of model detail;

* Failure to communicate with management throughout the course of the simulation study;

* Misunderstanding of simulation by management;

* Treating a simulation study as if it were primarily an exercise in computer programming ;

* Failure to have people with a knowledge of simulation methodology and statistics on the
modeling team;

® Failure to collect good system data;

s Inappropriate simulation software;

* Obliviously using simulation software products whose complex macro statements may not be
well documented and may not implement the desired modeling logic ;

* Belief that easy-to-use simulation packages, which require little or no programming,
require a significantly lower level of technical competence ;

* Misuse of animation;

¢ Failure to account correctly for sources of randomness in the actual system ;

® Using arbitrary distributions (e.g. normal, uniform, or triangular } as input to the
simulation ;

* Analyzing the output data from one simulation run ( replication) using formulas that assume
independence;

* Making a single replication of a particular system design and treating the output statistics as
the “true answers” ;

* Comparing alternative system designs on the basis of one replication for each design ;

* Using the wrong performance measures.
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[@ Professional Words and Expressions
(Simulation %ﬁ{i R )
Mathematicat Relationship ;ﬂq BEXF
Logical Relationship :ll: BIXHR
Model :Ir}: kil
Algebra 'II'I[’ REF
Calculus i WA 5>
Probabllity Theory YA >-37
Analytic Solution BRI, TR
Operations Research :U: TEF
Management Science #-%-:{-" B
Discrete System 1T mmEsG
Continuous System :_IT]T: ESERE
State Variabie MEMEETY L T )
Physical/Iconic Mode! tﬂ: WIBE A
Mathematical Mode! :‘1'__{: Ea e b i=Eixj
Nonsparse Matrix '_1[_[ MM
Static Simulation Mode! :]j* B RRE
Dynamic Simutation Model .-II: S REER
Monte Carlo Model *H? T RFERE
Deterministic Simulation Model tl_:r: HERHHEER
Stochastic Simulation Model ;I—F A RER
Continuous Simulation Model ‘[T; ESHRRE
kDiscrete Simulaticn Mede! ;HQ ERGHEER y
> Notes

1. There have been, however, several impediments to even wider acceptance and usefulness of

simulation.
ER, JLARER RS T RS R R SRR R

2. We fear that this attimde, which neglects the important issue of how a properly coded model
should be used to make inferences about the system of interest, has doubtless led to erroneous
conclusions being drawn from many simulation studies.
NF 5 T A0{0] TEA A7 A S AU RY 25 1 W BT A7 9% R S 4 45 S o e o 8 DA 4 2 R 25 B i
BRI 2N AFR G HERGENERA.
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3, However, many systems are highly complex, so that valid mathematical models of them are
themselves complex, precluding any possibility of an analytical solution.
SR, FZRGIAFEEIRVIE T 523 B QBB RN AR 57 2%, AN REIE 13 M8 O i A ToR
.
4. While there may be a small element of Guth to pejorative old saws such as “ method of last
resort” sometimes used to describe simulation, the fact is that we are very quickly led to
simulation in most situations, due to the sheer complexity of the systems of interest and of the

models necessary to represent them in a valid way,
REBRRBRER T A A R LT (0 BB —17) Wi — & Bk, B
DLAE A REFPIFOH T i T EN RN RENE FetE K R GA SRR B 57 2, I E@
AR X EREN R,

3. When deciding whether or not a simulation study is appropriate in a given situation, we can
only advise that these advantages and drawbacks be kept in mind and that ali other relevant
facets of one’s particular situation be brought to bear as well.
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Classification of JIT Techniques
MR RhNaE ——— |

T his is an endeavor to undersiand JIT from the inside by analyzing its technigues. classifying
them and examining their possible relations. More than 6 years of research devoted o the JIT
system have led to tentatively distinguish among its elements two main categories - JIT's industrial
engineering techmgues and Jfapanese management-related features of JTT. The interconnections
among the elements are shown in Figare 1.

us:kﬁn
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Figure 1. Inferconnecion ambag the grsaps

It is a question of HT techniques that can be seen as belonging or relaed o the feld of industrial
engineering. They can be divided inio two groups., There are pure indusirial engineering methods
and there are industrial engineering elements that are closely associated with the worker's actions.

JIT's pure enginearing alements

In this category, one has w find techniques that are universally valid like laws of physics or
mathematics. They have no close relationship with the social, culmral, economic or managerial
environmenl in which they appear or are discovered for the first time. Those elements can
Iherefore be applied anywhere and yield the same resulis. The following are elements of the JIT
production system identified as belonging to that group .

* Quick set-up ( QS07) ¢

* Automation { ASD} { poka yoke or avtomatic stopping device, full-work system ) ;

* Breaking of physical barriers ( BPB ) between processes, sections or departments; Shop
floor reduction { 5FR ) ;

* Flow-of-products-oriented layout of processes and machines { FPL ) 5

* Ll-formed processing line [ UPL) 5
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* Mass production of mixed models { MMP)—on the same line;
e Total preventive maintenance ( TPM) ;
® Kanban { KBN).

Those engineering elements constitute the “technical side” of JIT or “technical JIT”. Applying
them anywhere would unavoidably contribute to the reduction of cost, production lead time,

defective parts ( work ), overproduction of work-in-process inventories and workforce.

Worker's operations/activities as JIT elements
The worker’s operations can and do constitute some JIT elements. In other words, you have JIT
techniques that are part of the worker’s activities and that interact with the human being. Their
application and realization or success depend also on the human factor. If they are accepted by the
work force, then they can work, otherwise they capnot. In that group may be included the
following JIT techniques or methods :

® Multi-machine manning working system { MMM ) ;

* Standard operations ( SO);

* Quality control circles (QCC) ;

* Suggestions system (SS8);

* Continuous improvement { CI).

Japanese management-related elements of JIT
Japanese-management-related elements of JIT are JIT methods that are either imported directly
from or highly conditioned by Japanese management. Included in that category are the following
techniques

¢ Breaking of administrative barriers (BAB ) between processes from the point of view of the

paper work and work function definition ;

* Autonomation { ADW) (decision by worker to stop the line) ;

* Job rotation (JR}

* On-the-job training ( OJT).

BAB means eliminating the paper work that has to be completed before the move of products from
one station or process to another or from one section to another takes place. ADW refers to an
“autonomous” worker capable of stopping, based on his own judgment, the production line in

case of trouble occurrence.

It is worth peinting out that autonomation and the breaking of barriers each have two assets; a
technical and a managerial aspect, Tberefore, they have been menticned as JIT elements
periaining to industrial engineering as well as to Japanese management.
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Is the classification justifiable?

One may wonder why the human-related elements have not been dealt with as a sub-group in the
group of management features of JIT. The multi-machine handling seems to be too technical to be
classified in the category of management-related features of JIT. It has been thought of as a set of
technical actions, motions and operations requiring technical skills that do not have much in
common with the pure management features. There is a strong influence from the Japanese
management system on the multi-machine working system. This occurs because of similarities of
situations one finds in both the Japanese management and JIT systems. But MMM remains a

technigue of industrial engineering.

The same question may be also raised about QCC, SS and CI. Are they not Japanese
management-related elements of JIT? QCC, SS and CI are now so wide-spread in almost all kinds
of Japanese companies, regardless of their respective industry, that they may be thought of as
management features that JIT has adopted. That would be an error of perception. One should
remernber that QCC, for example, did not proceed or develop from the well-known small groups
that are recognized as being specific to Japanese management. They have their origins in the
quality control ideas introduced in Japan by Dr. Deming, and in the famous zero defects of
NASA. The notions of zero defects and quality control evoke the shop floor environment and at
the same time suggest the idea of C1. Suggestions for CI are closely related to QCC, and can even
be seen as an emanation of QCC. The main difference between the two elements is that SS may
involve either an individual or a group while QCC is always a matter of a group or a team.

This article attempts to put into the category of management-related techniques of JIT only the
“raw” features of Japanese management. Raw referring to the management characteristics that are
found unchanged in JIT (e. g. JR}. Those elements are found not only in the factory management
but in any kind of Japanese company regardless of the type of industry.

There are reasons the other side of autonomation among management features of JIT are included,
At first, it is sure that autonomation, as a whole, may sound too technical. This is true when it
refers only to machines and processes. But when applied to the person of the worker, it loses its
technical resonance. An autonomous worker refers only to an officially recognized responsible and
trusted worker. Such a worker is not the only one confined in the production shop floor and who
deals primarily with machines. The Japanese office worker is also very antonomous hecause he is
given the powers to perform many duties that in other countries are in the sphere of the
management authorities. Take, for exampie, the simple case of student’s academic record
transcripts. Both in Zaire and in Japan, they bear the stamp and / or signature of the dean. The
main difference is that in Zaire the dean signs it himself while in Japan the dean’s name is stamped

by a clerk.
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Significance of the classification
Grasping the nature of JIT components is like understanding the individuals who belong 1o a
community , an approach that belps in dealing with the community one wants to know about. In a
stmilar manner, the comprehension of the nature of the JIT elements (and if possible their internal
relationship ) should prove an efficient way of .

¢ grasping JIT as a system itseif;

* examining the possibility of its transfer in another environment.

For a number of observers, JIT may look only like a pure production method having litde or
nothing to do with the surrounding environment. One should, however, keep in mind the fact that
it was born and developed neither at a technical research center nor in an engineering department
of some university. It took form on a shop floor. And in the shop, the work force and
management are the most important role players. In fact, the work force performs its job within
and through the company-defined management framework. That is why the work hypothesis has
been that JIT as a production system draws many of its elements from three primary sources.
industrial engineering, work force ( worker’s operations) and { Japanese ) company management.
The different classes of T elements are not independent. They are part of the same reality (i. e,
JIT), and they are closely related to each other.

In fact, one should have realized that JR and OJT » which have been classified as management-
related features, are crucial factors in transforming the line workers into MMM OPErators.

Closely related to the MMM system is UPL. UPL becomes useful and effective if the work force
accepts performing many operations simultaneously. Therefore its success depends also on that of
the MMM acceptability by the work force.

On the other hand, the UPL should he viewed as a technical tool of making the MMM system
more efficient thanks to the flexibility it offers. It helps increase or decrease the number of
processes or machines an operator can simuitaneously handle. it can facilitate the checking or
recording of the processing lead time of each item because of the fact that the starting and final
points may be at the same position. If the work force resists becoming multimachine handlers,
UPL would play only the role of a technical ornamentation.

Lessons

There are lessons to draw from the suggested classification of JIT elements. First, JIT pare-
engineering elements can be applied efficiently anywhere. Second, both Japanese-management-
related and worker"s-operations-related features of JTT will not necessarily work in different
context, due to their entrenchment in the Japanese socio-cultural environment. Third, due to the
complexity of links between all elements of T, it seems that even the pure engineering JIT could
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not be as productive as it is in Japan untess it is accompanied by other JIT elements or equivalently

compensated for by local features.

Besides those overall lessons, it is necessary to point to the fact that within each class, JIT

elements are linked to each other.

Five observations can be made concerning JIT’s pure industrial engineering elements. First, QSU
should be considered as having an order of precedence over the other elements especially while
dealing with the introduction of JIT. In order not to be trapped by the famous economic lot size,
the shortening of the changeover time should be the first thing to realize before starting.
Furthermore, it is meaningless for machines to stop themselves in cases of slight malfunctioning or
errors if changeovers take many hours. The wise option would be to correct errors by rework.
ASD would not pay off, but would backfire if machines are not maintained. Frequent breakdowns
and defective occurrences would trigger the autonomation mechanism, which would frequently

shut down the entire production line.

Second, though SFR slashed the production lead time by curtailing the transportation time, that
would not be so significant if there were no flow of products, and if the products had to go
through twistedly complicated ways ( absence of FPL), SFR gets more effective as it is sustained
by FPL.

Thitd, BPB makes sense only if the production of defectives is neither allowed nor tolerated. And
this is achieved throngh ASDs such as poka yoke. Otherwise, barriers would be required to check
the acceptability of each lot before it moves to or enters another process. Barriers would be
necessary as they would fulfill the role of inspection stations.

Fourth, UPL is impossible to realize if barriers between processes are not torn down. Such a
layout would be neither useful nor effective if machines and processes are not arranged in the sense
of the flow of products. Besides it would be impossible to join different processes to form a U-line
if those processes are too far from each other.

Fifth, kanban is effective only if the kanban-controlled production and the kanban itself can flow
smoothly between processes. TPM prevents machines from breaking down and/or malfunctioning
during the production time and also contributes to the efficiency of kanban.

Though pure IE elements of JIT have been thought of as able to work in any environment, all
isolated elements may not. The order of their implementation is crucial. Otherwise, the
implementation cannot be brought into fruition. In order to be effective, the kanban needs the
QSU. Figure 2 shows clearly that the mass production of mixed models depends on both the
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implementation of the kanban and QSU. On the other hand, QSU that is aiming neither at the
MMM system nor at MMP does not seem necessary. And the kanban without the QSU will result

in a failure with devastating effects.

Figure 2. Interconnection between pure IE features

As for workers’ operations that are considered JIT elements, it should be noted first that the MMM
system and SO are closely associated and their core is the multi-machine handling system. SO can
be understood within the MMM systemn. In fact, SO can be seen as a method, a means for.

* coordinating and harmonizing different actions or operations of a MMM worker;

¢ synchronizing them with those of other multimachine handling operators working on the

same production line.

QCC and SS are the best instances of CI activities. And CI sustains the system dynamics that
prevents it from ever being 100 percent satisfied with its own achievements by setting up
reasonably unreachable goals such as zero set-up times, zero inventories, zero defects, one-at-a-
time processing line, JIT delivery, etc. In such a context, SO are under Cl1, and the number of

machines an operator can handle varies continuously due to CI activities.

Figure 3 shows that QCC and SS centribute to

the success of CI. The latter contributes 1o the @ @
multi-machine manning system and SO being

effective. At the same time, SO sustains MMM. a

For Japanese management elements that have

become part of JIT, JR and OJT are directly e @
related. JR could not work if there are no on-the-
site-fraining ~ programs.  Besides, removing

barriers facilitates JR. And both BAB and JR

clarify to workers the fact that an operator can

Figure 3. Intercomnection between

worker operations
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stop the entire processing line while some
problem occurs in the process., Other line

ﬂ workers know that if they are in a similar

simiation they would use the same powers they

@ @ are given to stop the entire processing line. The
interconnections among management features are

shown in Figure 4.

Summary

Figure 4. Interconnection between . )
MT's pure industrial elements seem to make up the

management features
core of that production system. However workers’

operations and management features that have become JIT elements also play an important role. JIT is
a complex reality whose effectiveness depends upon a wide range of parameters.

Should one want fo have the full JIT successfully carried out, he has a much harder task, since there
are more steps to go through methodically and maybe simultaneously or sequentially. A partial
implementation of JIT, say the "technical” JIT, is less demanding and it has more chance of being
fruitful because there are fewer steps to undertake. It would, however, have ouly limited results.

In either case, it should be emphasized that skipping a conditioning step may have destructive
effects. Swiiching to the mass production of mixed models would never work and would be costly
if there is no quick setup and no defect-free production.

From the practical point of view, the figures can fulfill the role of either instruments for evaluating
JIT or instructions for JIT implementation. Why did you succeed or fall, partially or completely,
in implementing JIT at your company? The Figures can provide some answers to this question. By
showing causal links between JIT elements, the Figures suggest some necessary steps to follow
while switching to the JIT production and can prevent or minimize the risk of inadvertently
skipping important steps.
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They have their origing in the quality control ddeas introduced in Tapan
by Dr. Deming. and in the famous zero defects of NASA
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Introduction

Right from the dawn of history, people in all walks of life around the globe have been striving o
survive in 4 highly competitive world, The industrial scenario is no different. Corporate executives
have been working overtime 1o achieve business excellence by striving o find solutions to those
problems which have defeated their counterparts in other parts of the globe, The message is amply
clear; the gospel of globalization has come 10 occupy center stage. The focus on price, which
hitherto ruled the competittion, has shifted 10 both price and quality. Today, customers are
demanding quality in products, services and in life. They have become increasingly discerning and
have starved looking for options more in une with their basic needs, requirements and sell-esteem.
In fact, they are prepured to pay a premium for & quality product or service. One of the
approaches that seems o provide the solution o the aforesaid challenges s the management

philosophy of total quality managemen |{ TQM ).

TOM is un approach for continuously mmproving the quality of every aspect of business life, i e. it
is & never-ending process of improvement foe individuals, groups of people and the whaole
ofganization. [t is an indegrated approsch and set of practices that emphasizes, inter alia.
management commitmeni, conlinuous improvement, customer focus long-range  thinking ,
increased employee involvement und reamwork , employee empowerment, process management ,
competiive benchmarking , etc.

The origin of the TOM movement dates back o the early 20th century when Walter Shewart, in
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the early 1920s, first introduced the concept of statistical process control ( SPC) to menitor quality
in wass production manufacturing. This was followed by many quaiity management gurus and
practitioners who all advocated various approaches to TQM. Crosby (1979), the four absolutes,
Deming (1986) , fourteen points, Feigenbaum {1993 ), total quality control, Ishikawa (1985),
quality control circles, Juran er @l. (1988), quality triology and Taguchi { 1986) , less function,
have prescribed different techniques and organizational requirements for effective implementation

of TQM,

The evolution of the quality improvement movement is a conglomeration of various Japanese and
US philosophies, precepts, strategies and approaches. Even though the Japanese first took the lead
in successfully applying the strategy later named TQM in the USA, it is also true that several
Americans are recognized intemationally as the drivers behind the concept. The genesis of modemn
management/administrative theory ( let alene quality management ) had its roots in the
manufacturing milieu and blossomed under the auspices of the manufacturing stalwarts right from
the early 20th century when Fredrick W. Taylor in 1911, introduced the concept of scientific
management. This development can be attributed to the fact that the entire industrial world was
predominanily manufacturing oriented and undergoing a revolution with a prime focus on assembly
lines, mass production manufacturing, supplier partnerships, just-in-time { JIT) production and
cellular manufacturing, etc. Because of these factors, most of the techniques and strategies of
administrative theory, and naturally quality management, were quantitative in nature and targeted
to address the problems of the production line.

The management of service organizations and marketing of services has been a Cinderella among
the organizational behavior and marketing literatitre in the past, in contrast to the management of
manufacturing organizations and marketing of goods. But with the blossoming of the service sector
in almost every economy, quality imperatives are no longer the sole concern and province of
manufacturing. Of late, service providers are facing the same ground realities that confronted their

manufacturing counterparts in the past,

The subject of quality management in manufacturing industry has been a matter of great interest
and concern for business and academia alike. Several works have thoroughly investigated the
various dimensions, techmiques and organizational requirements for effective implementation of
TQM. These dimensions include top management commitment and leadership, quality policy,
training, product/service design, supplier quality management , process management, quality data
and reporting, employee relations, workforce management, customer focus, customer
involvement, benchmarking, SPC, employee empowerment, employee involvement, corporate
quality culture and strategic quality management. These dimensions are, in essence, tools of the
intellect that were forget in the administrative theory, tempered in manufacturing quality
management and therefore are naturally expected to be lioned to cuiting sharpness in service quality
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management, Per contra, though most of these dimensions and other techniques and strategies
proposed by various theorists and practitioners, starting from the birth of the quality revolution,
seem to provide a near-universal remedy to the problems of the manufacturing business, they are
not a complete yardstick for service quality improvement. The reasoning here is that although from
a logical point of view most of the dimensions of manufacturing guality management should
naturally apply to services, the transferability of manufacturing quality management dimensions to
services calls for some serious soul-searching as services differ from the manufacture of goods in a
number of different ways: service intangibility, simultaneity of production, delivery and
consumption, perishability, variability of expectations of the customers and the participatory role

of customers in the service delivery.

Interestingly, the literature on TQM with respect to services, i.e. total quality service ( TQS),
seems to be bereft of an integrative framework that will include all the critical dimensions of TQS
by addressing the issue of possible transferability of manufacturing quality management dimensions
to services, and by focusing on those dimensions that are unique to service organizations. The
present study attempts to develop a conceptual model of TQS by comparing and contrasting the
criticality of the different dimensions of quality management in both manufacturing and service

organizanons,

The research probiem
It is evident that the research literature on manufacturing TQM is quite extensive and exhaustive,
covering all the aspects of TQM, viz.

* the critical dimensions of TQM;

* the relationships between quality management practices and organizaticnal /business

performance ;

* the soft issues (i.e. people oriented issues) of TQM;

¢ the influence of contextwual factors on TQM;

* the relationships between product quality and customers’ perceptions of product guality ;

® the demarcation between TQM and non-TQM firms;

* the effect of TQM age on operational results, etc.

Concerning the literature on TQS, the various aspects of TQM in service organizations have also
been independently subjected 1o extensive research, e. g.

* customers’ perceptions of service quality ;

* the concept of ‘service culre’ ;

* the critical role of the personnel and HRM function ;

* the influence of operational, organizationat and human resources factors on service quality ;

* the effect of the * built environment’ ;

* customer satisfaction, loyalty and purchase intentions
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* service switching, service encounters, critical incidents and recovery ;

+ financial outcomes of service quality initiatives.

The critical dimensions of TQS
The present work, based on the thorough review of the prescriptive, conceptual, practitioner and
empirical literature on TQM and TQS spanning over 100 articles, identifies 12 dimensions of
quality management as critical for the institution of a TQM environment in service organizations.
The dimensions that have been identified are as follows :

* Top management commitment and visionary leadership;

» Human rcsource management ;

* Technical system;

* Information and analysis system;

¢ Benchmarking ;

+ Continuous improvement ;

* Customer focus:

* Employee satisfaction;

¢ Union intervention;

* Social responsibility ;

* Servicescapes;

= Service culture,

These dimensions can be broadly grouped under three categories as follows

* Those dimensions of quality management that are generic to both manufacturing and service
organizations, but which were initially practiced in the manufacturing set-up and later
transferred to service milieu ( these include dimensions such as Top management
comimitment and visionary leadership, Human resource management, Design and
management of processes, Information and analysis, Benchmarking, Continuous
improvement, Employee satisfaction and Customer focus and satisfaction ).

* Those dimensions that are seldom addressed in the literature but are, nevertheless, key
elements of TQM in both manufacturing and service organizations { . g. Union intervention
and Social responsibility ).

* Finally, those factors that are unique to service organizations ( namely, Servicescapes—the

man-made physical environment—and Service culture ) .

Table 1 briefty explains the 12 critical factors of TQS. Several works have underlined the iumportance
of these dimensions. Given the fact that services have cenain wnique characteristics, the different
roles that each of these dimensions play and the various aspects that they bring into the picture (like
skills, values, tools, techniques and other requirements ) vary from manufacturing to service
organizations. Table 2 compares and contrasts the significance and relevance of the various quality
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management dimensions in manufacturing and service organizations.

Table 1, The ¢ritical dimensions of TQS

No. Critical Dimensions

Explanation of the critical dimensions

1. Top management
commitment znd visionary
leadership

; that the impetus for any quality improvement effort should come from the top.

Top management commitment is a prerequisite for effective and swccessful TQS
implementation. Although different researchers proclaim wvarious theories on the
organizational requirements for effective implementation of TQS, all would agree

Visionary leadership is the ant of leading and espousing a mental, strategic and
spiritual change in the organization by the formulation of a long-range vision for
the development of the organization, propagating the vision throughout the
organization, devising and developing a plan of action and finally stimulating the
entire organization towards the accomplishment of the vision

2. Human resource
management

This refers to the number of organizational behavior issues ( ranging from selection
and recruitment, training and education, employee empowerment to employee
involvement) that form the cornerstone upen which the corporate strategy is built.
The moot point here is that only if the employers treat their employees as precious
resources would the employees, in turn, treat their customers as valuable.
Therefore, it is indispensable for service organizations to look upon HRM as a
source of competitive advantage

3. Technical system

The technical system includes design quality management and process management

Sound and reliable service design echoes an organization's strategic quality
planning abilities and enables the organization to surmount customers' needs
expectations and desires, consequently resulting in improved business performance

Service process management essentially involves the procedures, systems and
technology that are required to streamline the service delivery so that customers can
receive the service without any hassles, i.e. it delincates the non-human element
of service delivery, as opposed to human element which is captured in the
dimension * service culture’

4. Information and analysis
system

Services, unlike manvfactured goods, cannot be inventoried and used in times of
emergency or demand. Therefore, during rush or peak periods, unless
organizations keep themselves prepared for any such eventnalities, they may not be
able to provide quality service 1o customers. This can only be achieved by
equipping the employees with information regarding the process and the customers.
Prompt, sufficient and pertinent data that are critical to the implementation and
practice of TQM constitute information and analysis. In & TQS ambience people
need to communicate across organizational levels, functions and locations to work
out current problems, eschew new ones and implement change. Mcasures for
proactive prevention rather than reactive correction are employed 1o moaitor quality
in order to sustain a true customer focus
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Ne. Critical Dimensions

Explanation of the critical dimensions

5. Benchmarking

Benchmarking is actually a comparison standard that consists of analyzing the best
products/services and processes of the best organizations in the world and then

- analyzing and using that information to improve one’s own products or services and

processes. While in manufacturing, standards such as product characteristics,
process, cost, strategy, etc. are used as benchmarks, it is all the more difficult to
benchmark services. Because of the very puzzling nature of services and the

. consequent organizational contingencies that it warrants for its design, production,

delivery and consumnption, organizations need to focus on benchmarking not only
bard data, but also certain behavioral features swuch as customer satisfaction and
employee satisfaction, apart from comparing the services and processes through
which they are delivered. An organization can achieve a world-class tag if
benchmarking is targeted at the key or critical business processes

6. Continuous improvement

The quest for guality improveinent is not a specific destination but a continuous
Journey that throws up more and more opportunities for improvement.
Improvement should be viewed as an ongoing process in the sense once targets are
met, new ones must be set, aiming for even higher levels of service efficiency. It
is a race which bas mo finish line but has the sole objective of striving for
continuous improvement, and looking for breakthroughs with revolutionary order of
magnitude changes that will result in the transmogrification of the organization into
a world-class cne

7. Customer focus

Customer focus is the ultimate goal of any TQS program because ofganizations can
outscore their competitors by effectively addressing customers’ needs and demands
and anticipating and responding to their evolving interests and wants. Focusing on
customer needs and wants enables organizations to have a better market crientation
than ever before by providing a competitive sdge over their rivals, thereby resulting
in enhanced business performance. In service organizations, as customer
expectations are highly dymamic and complex in namre, focusing only on
customer-defined arcas ( specific customer needs) so as to satisfy the customers
will not yield fruit. In today’'s world of intense competition, satisfying customers
may not be enough. The competitive advantage in a quality revolation comes only
from customer delight. Customer satisfaction is a short-term concept which may or
may not lead to commitment. The management’s responsibility is to ensure that
satisfaction manifests itself” as commitrnent in the fong run

8. Employee satisfaction

Employee satisfaction is a multi-dimensional concept, which is defined as the
degree to which employees of an organization believe that their needs and wants are
continuously satisfied by the organization. An organization must not only have a
facus on service quality/customers, but also concentrate on employee satisfaction
as research has shown much evidence of strong relationships between employee
perceptions of employee well-being and customer perceptions of service quality and
satisfaction

W EER T TS (5P



. e EUEE .

£

No. Critical Dimensions

2. Union intervention

Explanation of the critical dimensions

With a magjor chunk of the workforce in both developed and developing nations
waorking in service organizations, industrial relations issuwes are as crucial {if not
more} as they are in manufacturing industries. As TQM is an arganization-wide
approach, its sucoess is greatly influenced by its employee union. These employse
relations issues affect the organizational system and consequently determine the nature

| and extent of TQM implementation. And, with the technological growth (in terms of
'oorrtputerizaﬁun, networking, etc. ) pripping the service secior, and the kmown

aversions and apprehensions of the unions towards such advancements, it could be
concluded that unjon attitudes play a critical role in any quality improvement effort

10. Social responsibility

The concept of corporate citizenship should come to the fore if an organization has
to be snccessful and progress towards achicving business excellence. No doubt, a
business or industrial enterprise exists to make profits. This can be achieved by
fulfilling its mission. At the same time, an organization must also grow and have g
good image, i.e. it should meet its social and community obligations. At the end
of the day, it is not just the profit or revenue that counts for an organization, but
an indomitable belief in corporate responsibility to is society becomes
indispensable. With the entire world undergoing an upheaval—a quality
revolution—it is this attitude that will certainly give an organization a competitive
edge in the long run over many others who vie for greater honors in terms of
profits, return on investments (ROIT}, market share, etc. completely ignoring the
fact that they are accountable to the society in which they thrive upon. This subtle,
but none the less powerfu! dimension sends sirong signals towards improving the
organjzation’s image and goodwill, and comsequently effecting the customers’
overall satisfaction with the services and their loyalty to the organization

11, Servicescapes

The tangible facets of the service facility, i.e. the man-made physical environment
{ such as equipment, machinery, signage and employee appearance — the
servicescape) . strongly influence both employees and customers in physiclogical ,
psychological, emotional, sociological and cognitive ways, particularty as the core
service becomes more intangible

t2. Service culture

In service organizations the boundary separating the customers and empioyees is
very frail and pervious, with the result that the physical and psychological
propinquity between them is so intense that only a firm’s calture that stresses
service quality throughout the organization could establish the seamlessness in the
service delivery. Service culture is actually the extent to which the employees at all
levels realize that the real purpose of their existence is * service to customers * .
While customer focus is seen as a goal of the TQS movement, service culture is an
organizational strategy that motivates the employees to have a service orientation in
whatever they do. An organization characterized by such a service orientation is
more likely to offer a reliable, responsive, empathetic service to customers and
provide them with assurance in conveying trust and confidence that will result in
improved quality in service delivery, which, in twm, will lead to higher perceived
service quality from the customers’ point of view. A strong internal cuiture helps
an organization to effect and sustain an organizational change that will make the
TQS approach more effective
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Table 2. Significance of the quality management dimensions in manufacturing and service settings

Function/dimension

Manufactuting

Service

Impetus

Top management commitment and
visionary leadership

Top management commitment and
visionary leadership

Organizational system HRM

Recruitment and
selection

Task-oriented skills, tearnwork, technical
skills and quality values

Interpersonal relations, teamwork and
quality values

Training and education

Hard topics: Accounting, engineering,

statistics, etc.

Soft topics; communication skills,
interpersonal relations, teamwork,
employee behavior and customer service

Employee
EMPOWETTER!

Supporting infrastructure such as required
resource and technical assistance |
increasing autonomy and responsibility;
emphasis on shop-floor workers

Providing power, information, rewards
and knowledge; protection of employees in
times of their inadvertent and unforeseen
behavior during customer service;
emphasis on customer contact personnet

Employment
involvement

Quality control circles, problem hit
squads , quality improvement teams,
sugpestion schemes, brainstorming ,
Gordon technique, etc.

Cuality coatrol circles, problem hit
squads, quality improvement teams,
suggestion schemes, brainstorming,
Gordon technique, ete. ; preater emphasis
on employee involvement in service
organizations as they run the service
operation, market the services and are
equated with the service by the customers

Technical systern

Design quality
management

Quality function deployment, house of
quality, Taguchi’s design of experiments,
error prevention and zero fault strategy,
failure mode effect analysis, poke-yoke,

etc.

Error prevention and zero fault strategy;
gap analysis; critical incident technique

Process management

Statistical process control, statistical
guality control, just-in-time production,
cellular manufacturing, six sigma quality
535 approach, seven old and new toals of
quality , etc.

Systematization, standardization,
simplification and streamnlining of the
service delivery processes;
Computerization; networking of
operations, efc.

Information system

Data related to cost and financial
dccounting, sales, marketing,
purchasing , etc.

Data related satisfaction ,

service quality and emplovee satisfaction

o customer
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Though the importance of cuiture is
acknowledged even in the manufacturing

Seamlessness in service delivery, moments

Culture literature, the eruphasis has been more on | of truth, critical incident and recavery
technology
Ambient conditions such as tempesature,
ventilation, noise, odor, etc. signs,
) symbaols, advertisement boards,
Tangibles Not applicable pamphiets, employee appearance and other

arlifacts in the organization; physical

layout of premises and other fuenishings

Social responsibility

Environmental management, I1SO 14,000,

etc,

Corporate citizenship — to lead as a
corporate  citizen by promoting ethical
conduct in everything the organization does

Industrial rejations

Role played by the Union in establishing
the policies strategies and procedures of
the organizaten; Urion's influence in
recruitment, selection and career

development programs, and the extent of

autormation

Role played by the Union in establishing
the policies, strategies and procedures of
the organization; Union’s influence in
recruitment, selection and career
development programs, and the extent of
auwtomation; Union’s support and
operation in the drive for customer focus,
guality conscious culture and continrous
improvement

o=

Behavioral features such as  customer
satisfaction, employee satisfaction and
. Product characieristics, processes, cost, . . mploy .
Benchmarking strat ote service quality apart from the service
5 cgY, ‘ .

&Y product and processes through which they

are delivered

Goals

Customer focus

Though customer satisfaction and
employee satisfaction are acknowledged as
vital elements of TQM, they are not seen
as goals of a TQM process. The focus is
on product quality, elimination of
defects, conformance to specifications,
requirements, reliability,

durability, fitness for use, etc.

Customer delight and loyalty, favorable
purchase intentions, repeat business, etc.
custorers are treated as productive human
resources, substitates for leadership and as
organizational consultants

Employee satisfaction

Employee satisfaction and commitment-—
recognition for small as well as big quality
contributions and achievements, better
behavior, work values, cthics, etc.

Ambience

Continuous improvement

Continuous improvement
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As firms aspire to spread their wings in the global market, TQM promises to provide a potential solution
to many of their business-related problems. Though many corporations throughout the globe have already
set out on this never-ending odyssey and many others have started explering what is required in order to
embark on a TQM journey, the question of how to start a TQM program is still shrouded in uncertainty.
As decision-makers become more involved in implementing TOM, questions are mised about which
management practices should be accentuated. This scenario gains even more significance, especially in a
service business where the very concept of quality itself is difficult to define,

EL Professional Words and Expressions
ﬁl'c-tal Quality Management ( TQM) E\TF THRBEE )
Management Commitment t}_{: BEIEAE
Continuous Improvement :T_“f: PSR
Customer Focus t{‘:I[j‘) L2 2 e
Empioyee Involvement :_1‘_'[’ BISS
Teamwork ._Trg FRBA&1E
Employee Empowerment B R
Process Management :Tfl" REEE
Benchmarking :H: AT
Statistical Process Control { SPC) o3 EEAITRE
Quality Control Circle tH”’ BB ) B
Assembly Line :LIT; =5
Mass Production tH‘! REE S
Supplier Partnership :]T: SHEERKRELRE
Just-In-Time ( JiT) o1y AEAT 4 =
Cellular Manufacturing :H’ L bt
Quality Policy ‘"I_T: BREBE
Training t'}'—l[i £
Product/Service Design :11: =i/ B ig vt
Supplier Quaiity Management ally HE B REEE
Employee Relations ‘{Tr’ RAIXR
Customer Involvermnent :U—_: &S5
Corporate Quality Culture ‘LIr[[' v BB AL
Strategic Quality Management :I]: RS
Service Intangibility tll;lr;t REMARM
Simultaneity of Production an 4 PR
Perishability 'ﬂ; it
\Jotal Quality Service (TQS) AN THRBEE _J
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=> Notes

1. Right from the dawn of history, people in all watks of life around the globe have been striving
to survive in a highly competitive world. The industrial scenario is ne different.
HHELOR, it RETA FAREX B E SR has . Tk 54 FRE i,

2. The genesis of modern management/ administrative theory ( let alone quality management) had
its roots in the manufacturing milieu and blossomed under the auspices of the manufacturing
stalwarts right from the early 20th century when Fredrick W. Taylor in 1911, introduced the
concept of scientific management,
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3. Per contra, though most of these dimensions and other techniques and strategies proposed by
various theorists and practitioners, starting from the birth of the quality revolution, seem to
provide a near-universal remedy to the problems of the manufacturing business, they are not a
complete yardstick for service quality improvement.
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Agile Manufacturing ,
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Intraduction

Businesses are restructuring and re-engineering themselves in response to the challenges and
demands of the 2150 century. The 2150 céniury business will have o overcome the challenges of
cusiomens seeking high-gqualaty | low-cost products, amnd be respongive 10 customers’ specific
unigue and rapidly changing needs. Agile enmlerpriscs represent & global industnial competition
mode for 21s0 century manufacturing. “ Agility ™ addresses new ways of running companies o
meet these challenges. In a changing competiive environmemn, there iz a4 need w develop
orpamzatons and facilines that are signihicanily more Nexible and responsive than existing ones.

Agility requires the capability to survive and prosper in 8 competitive environment of contineous
and unprediciable change by reactng queckly and effectively to changing markets, driven by
customer-designed products and services. The key enablers of agile manufecturing mclude: (i)
virtual enterprise formation tools/metricsy (i) physically distributed manufacturing architecture
and teams; (i) rapid parmership formation wols/metrics; (iv) concurment engineering: (v )
integrated product/production/business mformation system; ( vi ) rapid prototyping; ( vii )
electronic Commence.

Agle manofsctunng 5 a vision of manufsctunng thal 5 3 naberal developmen! from the orginal
ooncept of *lean manuiaciunng ' . In lean manufactoring , the emphasiz is on the elimination of wasie,
The requirement for organeabone amd folibes o beoome more fexable and mesponsive 0 cusiomers
bed 1o the concept of *agile’ manufacturing as a differentiation from the * lein " organization. This
recpirement for manufaciuring o be able w respomd 10 umigue demands moves the halance back (o the
situation prior to the introduction of lean production, where manufacturing had 10 respond o whatever
pressures were imposed apon it, with the risks 0 cost, speed and quality. Agility should be based on
nod only responsiveness and flexibility, but also the cost and quality of gonds and services that the
customers are prepared o aocepd. I is, bowever, essential w link agile capabilities in manufactuning
with product needs in the marketplace, Agility as a concepd increases the emphasis on speed of
response o new market opportunities. Thus, it is more relevant 10 3 One-of-a-Kind Product ( OKP)
thin i1 15 0 commodity products that compete primarily on price,

Agile manufacturing — definitions
In this section, we explore a varery of definitions and a range of concepls with the objective of
LT WESESTE S
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developing a new and feasible concept of AM. The reason for analyzing the present conceptions
and definitions of AM is to identify the gap between practice and theory in order 1o enhance the

confidence of practitioners.

Manufacturing processes based on agile manufacturing are

characterized by customer integrated processes for designing, manufacturing, marketing, and
support for all products and services; decision-making at fynctional knowledge points; stable unit
costs; flexible manufacturing; easy access to integrated data; and modular production facilities.
The focus is on the integration of critical functional areas with the help of advanced design and

manufacturing technologies, and alignment between strategies.

Tabie 1. A summary of agile definitions and key concepis

Authors

Definition

Keywords

DeVor and Mills (1995}

Ability to thrive in a competitive
environment of continuous and
unanticipated change and to respond
quickly to rapidly changing markets
driven by customer-based valwing of
products and services

A pew, post-mass production systems
for the creation and distribution of goods
and services

Booth (1996),
MeGrath (1996 )

More flexible and responsive

Moving from lean to agile

Adamides {1996)

Responsibility-based
manufacturing{ RBM)

Most  adjustments for and
product variety to take place dynamically
during production withouwt a prior
systemn reconfiguration

process

Gupta and Mittal{ 1996 )

Agile stresses the importance of being
highly responsive to meet the ‘total needs”
of the custoner, while simultaneousiy
striving (o be lean. Agile places a higher
prickity on  responsiveness than cost-
efficiency while a manufacturer whose
pritnary goal is to be lean comproruises
respansiveness over cost-efficiencies

Integrates organizations, people, and
technology into a meaningful unit by
deploying advanced information
technologies and flexible and nimble
organization structures to support highly
skilled, knowledgeable and motivated

people

James-Moore ( 1996 ),
Kidd { 1996 ), Gould
{1997

More flexible and responsive than current

New ways of running business, casting
off old ways of doing things

Hong et al. (1996)

Flexibility and rapid response to market
demands

Flexible technologies such as Rapid
Prototyping, Robots, Internet, AGVs,
CAD/CAE, CAPP and CIM, FMS

Abair (1997)

Provides competitiveness

Customer-integrated process for designing ,
manufacturing, marketing and support ,
flexible manufacturing, cooperation to
enhance competitiveness, Crganizing (o
manage change and uncertainty  andg
feveraging people and information
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Authors Definition Keywords

Demands a manufacturing system to be
able to produce efficiently a large variety
Driven by the need to quickly respond to | of products and be reconfigurable to

Kusiak and He (1997) changing customer requirements accommodate changes in the product niix
and product designs, Design for
assembly

Capability o survive and prosper in &
competitive environment of continuous | Virua! Enterprise, E-Commerce,

Gunasekaran and unpredictable change by reacting | Strategic Partnership formation, and
quickly and effectively to changing | Rapid prototyping
markets

Capability for surviving and prospering in

hy {. 1996
Cho et al.., ( s a competitive environment of continuous | Standard Exchange for Product

?;];;;el;ﬂm; £ ot al and unpredictable change by reacting | ( STEP) models, Concurrent
Cosy T I quickly and effectively to changing | Engincering, Virtual Manufacturing

markets

According to Gupta and Mittal (1996), AM is a business concept that integrates organizations,
people and technology into a meaningful unit by deploying advanced information technologies and
flexible and nimble organization structures to support highly skilled, knowledgeable and motivated
people. *Lean’ implies high productivity and quality, but it does not necessarily imply being
responsive. ‘Agile’ , on the other hand, swresses the importance of being highly responsive to
meet the ° total needs’ of the customer, while simultaneously striving to be lean — a manufacturer
whose primary goal is to be lean compromises responsiveness over cost-efficiencies. Agile
manufacturers place equal importance on both cost and responsiveness, This is the main reason for

incorporating cost and quality into agile competitive bases.

Agile manufacturing can be said to be a relatively new, post-mass-production concept for the
creation and distribution of goods and services. It is the ability to thrive in a competitive
environment of continuous and unanticipated change and to respond quickly to rapidly changing
markets driven by customer-based valuing of products and services. It inctudes rapid product
realization, highly flexible manufacturing, and distributed enterprise integration. DeVor and Mills
{1995) argue that technology alone does not make an agile enterprise. Companies should find the
right combination of strategies, culture, business practices, and technology that are necessary to
make it agile, taking into account the market characteristics.

As stated before, agile manufacturing is driven by the need to respond quickly to changing
customer requirements. It demands a manufacturing system that is able to produce effectively a
large variety of products and to be reconfigurable to accommodate changes in the product mix and
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product designs. Manufacturing system reconfigurability and product variety are critical aspects of
agile manufacturing. The concept of agility has an impact on the design of assemblies. To
implement agile manufacturing, methodologies for the design of agile manufacturing are needed.

Design for agile assembly is accomplished by considering the operational issnes of assembly
systems at the early product design stage.

According to Tu (1997 ), the manufactering industry, particularly the OKP ( One-of-a-Kind
Production} industry, tends to be lean, agile and global. This tendency leads to a new concept of
a virtual company that consists of several subproduction units geographically dispersed in the world
as branches, jeint ventures and subcontractors. Many OKP companies, such as those in
shipbuilding have become virtual companies. For these virtual companies, traditional production
control and management systems, methods and theories do not satisfy their needs for production
planning and control. For some companies, therefore, there is a need to be transformed into a
virtual enterprise in order to become agile. However, selecting partners based on flexibility and
responsiveness alone will not lead to a reduction in cost and an improvement in the quality of
preducts and services, A much wider spectrum of factors needs to be taken into account.

Agile manufacturing is an expression that is used to represent the ability of a producer of goods
and services. The changes needed for agile manufacturers to thrive in the face of continuous
change can occur in markets, in technologies, in business relationships and in all facets of the
business enterprise. Such changes, according to Kidd ( 1996 ), are not about small-scale
continuous improvements, but an entirely different way of doing business. Agile manufacturing
requires one to meet the changing market requirements by suitable alliances based on core-
complementary competencies, organizing to manage change and uncertainty, and leveraging
people and infermation.

The analyses of various definitions and concepts of AM (see Table 1) shows that all these
definitions are polarized in a similar direction. Most definitions and concepts seem to highlight
flexibility and responsiveness as well as virtual enterprises and information technologies.
However, the question is whether one can achieve agility with minimum investment in
technologies and processes. Hence, there is a need to redefine the definition of agility within this
context. Figure I presents the new model for explaining the agile manufacturing paradigm. The
model takes into account the characteristics of the market, infrastructure, technologies and
strategies. Its purpose is to highlight the new dimension of the definition of the agile
manufacturing paradigm. The justifications for the need to redefine the agility are listed below.
¢ In some cases, flexibility and cost are not complementary. Yet, there is a need to consider
the cost aspects of agility. Agility without cost effectiveness is not a real competitive
strategy. Therefore, there is a need to consider cost in defining agility.
* The implications of technologies in achieving agility are paramount compared with
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partnership formation that is based on core competencies in a virtual enterprise. For certain
businesses one needs to identify a set of technologies that are more important to the selected
market segments, and to product and service requirements. Yet, the implications of

integrating complementary core competencies are highly significant. A lack of focus on
utilizing core competencies would not improve productivity and quality.

¢ The nature of a given market certainly defines the characteristics of agile organizations. No
organizations can satisfy unlimited product/service requirements of different markets. The
characteristics of markets may vary from industry to industry and from country to country,

* The implications of e-commerce have not been properly addressed in the development of
agile manufacturing systems. Direct input from customers, the reduction in response time
and the cost of identifying market requirements using Concurrent Engineering principles
would certainly reduce the gap between marketing and production.

* Human resources play a significant role in the development of agile manufacturing systems.
However, the issue of an agile workforce has not been well addressed. It is still not clear
how the agility of the workforce and its characteristics can be defined with reference to
changing market requirements and value-adding systems.

* Logistics play an important role, especially in physically distributed virtual enterprises.
Therefore, due attention should be paid to the effective management of logistics and, in
turn, to supperting agility in manufacturing,

Strategic Planning and Objectives

Alliances, Core
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Figure 1. Agile manufacturing paradigm
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Based on some of these observations, agility in manufacturing may be defined as; The capability
of an orgamization, by proactively establishing virtual manufacturing with an efficient product
development system, to (i) meet the changing market requirements, (1li) maximize cusiomer
service level and (iii} minimize the cost of goods, with an objective of being competitive in a
global market and for an increased chance of long-term survival and profit potential. This must be
supported by flexible people, processes and technologies.

Agile manufacturing strategies and technologies

Analyzing the overall characteristics of strategies and technologies, the literature available on AM
can be grouped under the following themes: (i)} strategic planning, (ii) product design, (iii)
virtual enterprise, and (iv) automation and Information Technoiogy (IT). The details of the
classification are illustrated in Figure 2. Achieving agility may tequire focusing on strategic
planning, product design, virtual enterprise and automation and TIT.
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competencies, Physically
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Selection for partners, Legal
issues, etc.

Virtual Enterprise

Figure 2. Agile manufacturing strategies/ techniques
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A framework for the development of agile manufacturing
The framework proposed here constitutes the following major strategies and technologies for
achieving agile manufacturing ;

* Partnership formation and supplier development;

¢ IT in manufacturing;

¢ Emerprise Integration and Management with the help of advanced IT/IS;

* Virtual reality tools and techniques in manufacturing ;

* The application of most of the advanced manufacturing concepts and technologies, such as
Computer-Integrated Manufacturing/Services, Manufacturing/Service Strategy, Enterprise
Imegration, Rapid Prototyping, CE, New Product Development, BPR, Systems Design
and Operations and SCM ;

* Global manufacturing/service perspectives ( physically distributed manufacturing environments }
with the help of IT, such as E-Commerce, ERP, SAP, Intemet, WWW, CADY/CAM |
Simulation, Multimedia and MRPI.

Summary and conclusions

In this paper, an attempt has been made to review the literature on AM with the aim of revising
the outlook for agility in manufacturing and identifying corresponding major strategies and
technologies of AM. In addition, a framework has been offered in the paper to develop an AMS.

Two key characteristics of manufacturing companies discussed in this paper are * Agility " — the
ability of a company to effect changes in its systems, structure and organization — and
* Responsiveness " — the ability of a company to gather juformation from its commercial

environment and to detect and anticipate changes, to recover from changes and to improve as a
result of change. Manufacturing companies, even those operating in relatively stable conditions with
good market posifions, are facing fast and often unanticipated changes in their commercial
environment. Being agile in such environments means being flexible, cost effective, productive and
producing with consistent high quality. Each company will respond in a specific and different way
deploying its own agile characteristics. The problem of identifying, analyzing and evaluating agility
is that no commonly accepted practical frame of reference or analytical structure exists.

The literature available on an AM workforce is rather limited. The reason for this is that there is
no clear-cut framework for identifying the implications of AM on workforce characteristics, and
most of the literature deals with enabling technologies and some strategies of AM. However,
human factors play a significant role in the successful development and implementation of AM.
The key issues of human factors that need to be considered in agile environment are knowledge
workers, multilingual workforce, multinational workforce, incentive schemes, type and level of
education and iraining, relation with unions, and pay award. Most of the available systerns
{ control and information) are developed for traditional manufacturing environments where a static
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market behavior and resources have been employed for producing goods and services. The support
systerns for AMS rely heavily on computer-based information systems such as EDI, Intermet and
Electronic Commerce. Therefore, a flexible architecture for systems to accommodate terporary

alliances will help improve enterprise integration and hence agility in organizations.

The following is the summary of issues that should be addressed in an attempt to fully embrace
agile manufacturing; (i} the implications of temporary alliances on the enterprise communication
and coordination, ( ii) the influence of a virtual enterprise and physically distributed
manufacturing on human relations management, and (iii) the technologies and human skills
tequired for the information intensive manufacturing environment. Agile Manufacturing/Service
requires multidisciplinary skills, which include manufacturing management, computer science,
operational research, software engineering, systems design, sensors, mechatronics, robotics,
systems integration, virtual manufacturing /services, enterprise integration and management and
Advanced Information Technologies. The major problems that need most attention in the
development of AM are: (i) modeling of evoluticnary and concurrent product development and
production under a continuous customer’s influence; (i) real-time meonitoring and control of the
production progress in virtual OKP; (iii) a flexible or dynamic company control structure to cope
with uncertainties in the market; (iv) an adaptive production scheduling structure and the
algorithms to cope with the uncertainties of a production state in virtual OKP; (v) modeling of
production states and a control system in virtual OKP; and ( vi) the reference architecture for a
virtual OKP company.

@ Professional Words and Expressions
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=> Notes

I. Agile manufacturing is a vision of manufacturing that is a natral development from the original

concept of ‘lean manufacturing’ .
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2. This requirement for manufacturing to be able to respond to unique demands moves the balance
back to the situation prior to the introduction of lean production, where manufacturing had to
respond to whatever pressures were imposed upon it, with the risks to cost, speed and quality.
R A T R T IE F BE 7 B B SR 5 15 R £l 3 P AR RO XX I B TR B
BLHI A 1RTE | Bl R AN B 2 A | i B T o 25 XU 0175 0 b B 7 G 1 45 0 1

Fr e mas
3. ‘Lean’ implies high productivity and quality, but it does not necessarily imply being

responsive.
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Introduction
Sinee The Goal first appeared in print { Goldrant and Cox 1984 } , the concepts introduced and

collectively termed as “ constraint management™ or the * Theory of Constraints { TOC ) " have
drawn a wide range of responses from practitioners as well as from academicians. This has
been particularly true in the academic world. There is a plethora of research published in the
sacientific literature thal compares and coniragls constrainls management ideas with existing
prodiction management ool and concepts such as hinear programming , matecial requirements
planning , just-in-tme ( JIT )} and, fately, with lean manofacturing, supply chain management

and six sigma.

Dr. Goldratt has long argued that prodection management has now hecome a science and tha TOC
research provides a scientific knowledge base. TOC has evolved from a manufaciuring scheduling
method to a management philosophy that can be used w understand and improve the performance
of complex systems. Thus, he claimed that TOC is a theory of managing manufacturing
OFEARIEA0NnS.

Judging by the large amound and wide range of the academic literature in the past few vears, the
TOC manufacturing management philosophy appears o be altmacting an increasing amount of
attention fram both the academic and business communities. The oumber of researchers working in
the area of TOC has increased quite dramatically as can be seen from the varielty of scientific
journals (e g. Intemational Joumnal of Production Research, Production and Operations
Management Jourmal, International Ioumal of Operations and Production Management, Production
and Inventory Munugemem Journal ) and conferences (e, g. The TOC World Conference
organized by the Avraham Y, Goldran Insioee ( AGLH) and academic conferences organized by
the Production and Operations Management Society , and Decision Sciences | where TOC restarch
has been published and presented on a regular basis,

Histarical background and basic concepts of TOC

The papers represent an addition 10 the large and growing body of TOC Literature, The roots of
TOC can be traced 1o the development of a commencial software product known as Optimized
Production Technology ( OPT § in the laie 1970s. Since then, Goldraii and many other
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independent scholars have published a number of business novels and other books, operations
management { OM) textbooks have begun to incorporate a complete chapter on TOC, suggesting
that TOC s gaining acceptance and popularity among both academics and practitioners. A number
of success stories have been reported and amalyzed in the literature to suggest significant
improvements. For example, Mabin and Balderstone (20007 concluded from their survey of over
100 published case studies in various industries such as automotive, semiconductor, furniture and
apparel that, on average, inventories were reduced by 49% _ production times measured in terms
of lead times, cycle times or due date performance improved by over 60% , and financial
performance improved by 60% . A significant number of Jjournal articles have been written (i) to
trace the history of OPT as well as TOC, (ii) to review the basic concepts of T, (i) to
categorize TOC concepts and terms, (iv) to review TOC literamure and (v) to demonstrate its

applications in various areas such as supply chain management, enterprise resource planning, sales

and marketing, and human resource management.

In summary, the TOC has two broad viewpoints: that of the business system and of an ongoing
improvement process itself. Both perspectives of TOC use unigue terminology to describe its basic

concepts.

Business system perspective
As it applies to the business system, the TOC emphasizes change process implemented at three
levels: the mindset of the organization, the measures that drive the organization and the methods

employed within the organization.

One of the main assumptions of TQC theory is that every business has the primary goal of
“making more money now as well as in the future” without violating certain necessary conditions.
Two examples of such conditions are (i) providing a satisfying work environment to employees
and (ii) providing satisfaction to the market. This mindset stipulates that the organization should
devote its energy to promote initiatives, e. g. exploring new markets and introducing new products
(popularly termed as “throughput world thinking” ) by using the available resources instead of
expending energy to reduce costs or save money, which invariably violates necessary condition{s}.
Farther, this mindset emphasizes the management focus on high leverage points to ensure the
financial success of the organization as a whole (i.e. synchronization of the flow among
individual processes or functional areas).

The TOC measurement system was developed with an eye towards evaluating the effectiveness of
decisions in helping to achieve the primary goal. The system consists of a set of global operational
measares (i. e. throughput, inventory and operating expenses) to determine the extent to which
the organization is accomplishing the goal. Table 1 has a brief description of these measures.
These operational measures are (i) financial in nature, i. e. they can be translated to conventional
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measures such as net profit, return-on-investment, (ii) are easy to apply at any level of an
organization and (iii) ensure that local decisions are aligned with the profit goal of an
organization. Of the three measures, TOC views throughput as having the greatest effect on
profitability. The emphasis on increasing throughput is referred to as “ throughput world
thinking” , which usually stands in marked contrast t the “cost world thinking” which emphasizes

reducing cost { via operating expenses or even inventory ).

Tabje 1, Measure of the theory of constraints

(D) Throughput { T) is defined as “the rate al which the systemn generaies money through sales™. More
specifically, it is the selling price minus totally variable costs (i.e. the money not generated by the system,
€. g. purchased parts and raw materials} .

(& Inventary (1) is defined as “all the money invested in purchasing things the system intends to sell”. More
specifically, it is synonymous with lirvestments such as machines equipment, etc. , and finished goods and
work-in-process inventory is reported at the raw material casts, i.e. the valug-added compopent is nat
recognized.

(@ Operating expenses { OE) is defined as “all the money the system spends in turing inventory into
throughput™. More specifically, it includes wages, salaries, utility expenses, depreciation etc.

Relationship to standard financial measures
® Net profit (NP) =T - QE.
# Return on investment (ROI) = (T - OE)/IL

Relationship to standard financial measures
® Inventory turnsg { [T} =T-L
s Productivity ratie { PR) =T 0E.

With a mindset established and a measurement system in place to evaluate the impact of decisions
on the goal, the third aspect is a decision-making methodology for continuously improving an
organization, TOC states that every business system has at least one constraint { or at most very
few}. According to Umble and Srikanth (1997), “any specific area, aspect, or process that
limits the business performance from a customer, competitive, or profit point of view is a
constraint”. Constraints can be physical, such as a machine center or lack of material, but they
can also be managerial, such as a policy or procedure. Goldratt proposed a five focusing steps
(FFS) process for managing constraints and continuously improving an organization. Table 2
briefly summarizes them. Inherent in this FFS process are the concepts of V-A-T process structure
analysis, drum-buffer-rope and buffer management ( described in Table 3), which are used to
describe/analyze the process, develop the constraint’s schedule and manage buffer inventories
respectively within an organization.
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Table 2. Five focusing steps of process improvement

(0 IDENTIFY the system’s constraint{ s) , whether physical or policy constraint.

(@) Decide how to EXPLOIT the system’s constraint( s}, i.e. get the most possible from the limit of the current
comstraint{ s ) ; reduce the effects of the cumrent consiraint{ s} ; and make everyone aware of the constraint( s)
and its effects on the performance of the system.

(3) SUBORDINATE everything eise to the above decision, 1. e, avoid keeping mon-constraint resources busy

doing unneeded work.
@ ELEVATE the system’s constraint(s) , i.e. off-load some demand or expand capability,
(& If in the previous steps a constraint has been braken, go back to Step 1, but do not allow INERTIA to cause

a system constraint

Table 3. Glosszry of TOC-based operational terms

(@ V-A-T analysis: a constraint management procedure for determining the general flow of pants and products
from raw materials to finished products ( logical product structure ) . A V logical structure starts with one or a
few raw materials, and the product expands into a number of different producis as it flows through its
routings. The shape of an A logical structure is dominated by converging points. Many raw materials are
fabricated and assembled mto a few finished products. A T logical structure comsists of numerous similar
tinished products assembled from common assemblies and subassemblies. Once the general parts flow is
determined, the system control points { gating operations, convergent points, divergent points, constraints,
and shipping points) can be identified and managed.

(2 Drum-buffer-rope: the peneratized technique used t0 manage resources to maximize throughput. The drum is
the rate or pace of production set by the system's constraint. The buffers establish the protection against
uncertainty so the systern can maximize throughput. The rope is a commuaication process from the constraint to
the gating operation that checks or limits material released into the System to support the constraint. Buffers can
be time or material and support throughput and/er due date performance. Buffers can be maintained at the
constraint, convergent points ( with a constraint part) , divergent points and shipping points.

(3 Buffer management. a process in which all expediting in a shop is driven by what is scheduled t0 be in the
buffers { constraint, shipping and assembly buffers}. By expediting this material into the buffers, the system
helps avoid idleness at the constraint and missed customer due dates. In addition, the causes of ilerns missing
from the buffer are identified, and the frequency of cocurrences is used to prioritize improvement activities.

Ongoing improvement process perspective

From the perspective of an ongoing improvement process, TOC suggests that an organization must
ask three fundamental questions concerning change to accelerate its improvement process:- (i)
What to change, i.e. how do organizations identify the weakest link, i.e. the constraint { 5} 7
(ii) To what to change, i.e. once the weakest link js identified, how shouid organizations
strengthen it by developing practical and good solutions? and (iii) How to cause the change, i, e.
how should organizations implement the solations?

Though these three questions are not new, Goldratt and his associates have developed a set of
techniques (Table 4} known as the thinking processes 1o address them. The process begins with an
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identification of a set of undesirable effects (UDEs), i, e. symptoms of a system to be improved. A
current reality tree ( CRT) connects various UDEs systemmatically by following the effect-cause-effect
diagramming principles and diagnoses what in the system needs to be changed, i. e. what is the core
problem. The evaporating cloud ( EC) verbalizes the inherent conflict, surfaces the assumptions and
provides 2 mechanism to come up the ideas, which can be used to resolve the core problem. The
future reality tree (FRT) takes the ideas from EC and ensures the new reality created would resolve
the UDEs without creating any new UDEs. The prerequisite tree ( PrT )} identifies obstacles to
implementation of new ideas and determines intermediate objectives to overcome the obstacles.
Finally, the transition tree (T1T) is used to create a step-by-step implementation plan. These tools
of the thinking processes can be used as a set of integrated tools to address the specific phase of
change management process or as stand-alone tools to address specific aspects of the problem.

Table 4. Tools of thinking processes

Thinking processes Tools and diagnosis

What 1o change? Current reality tree; Why is the system sick?

Evaporating cloud: What conflict is preventing the cure?
What io change 107 Future reality tree: Wili the injection lead to all desired effects without creating new

undesirable effects?

Prerequisite tree; What currently prevents the impicementation of the injections??
How to cause change? Transition tree: What actions does the initiator have 1o take to implement the cure

effectively?

Recently, new and successful applications in the areas of distribution, sales/marketing, project
management and strategic planning have been demonstrated. Furthermore, the tools of thinking
processes have been used to enhance the successful implementation of specific TOC applications.

Issues and research opportunities

Pedagogical perspective

Most of the standard OM textbooks discuss some concepts of TOC, specifically the scheduling of
constraint resources. Recently, the OM textbooks have begun to incorporate a complete chapter on
TOC summarizing the main concepts. However, if TOC has indeed evolved from a production
scheduling technique into an OM philosophy , then its tmplications for the gamut of OM topics must
be discussed and elaborated. Indeed, although the business novels The Goal ( Goldratt and Cox
1984}, It’s Not Luck (Goldratt 1994 ), Critical Chain ( Goldratt 1997 ) and Necessary But Not
Sufficient { Goldratt 2000) provide excellent means to introduce TOC concepts and principles, it is
still not clear how best to integrate TOC with conventional OM topics. Various questions still need
to be addressed. Should TOC be taught as an important topic of OM (i.e. about 5% ~20% of the
time spent to cover TQC contents)? Should TOC be integrated throughout a typical OM course
(i.e. about 20% ~ 50% of the time spent to cover TOC contents ) 7 Should TOC be taught as a
stand-alone course in OM (i, e. about 50% ~ 100% of the time spent to cover TOC contents ) 9
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Based on our experience and interaction with OM instructors at the Production and Operations
Management Society and Decision Sciences Institute conferences, it appears that only a handful of
universities are teaching a complete course with the title “ Theory of Constraints” or * Constraints
Management” , although many are teaching TOC concepts in courses under the labels: “Operations
Management” (to a great extent ), “Total Quality Management” {to some extent} and “Supply
Chain Management” (an evolving possibility ). It appears that a more formal survey needs to be
performed to identify the alternative ways to integrate TOC topics into core curricula. Regardless of
the percentage of time spent to cover TOC concepts in business (and engineering) schools, it
appears that a framework to introduce TOC concepts/principles with relevance to OM needs to be
developed, evaluated and published to create awareness among academicians.

Research perspective
A quick review of the literature reveals that two main sources of references exist; Rahman (1998 )

and Mabin and Balderstone (2000). Rahman (1998) is the only comprehensive TOC literature
review article in a peer-reviewed journal that has attempted to classify the TOC literature and
propose guidance for future research. The paper reviewed TOC publications in refereed and non-
refereed journals, conference proceedings, and books between 1980 and 1995, and used a
classification framework consisting of three categories: TOC philosophy , TOC application and TOC
books. Rahman found that a large number of TOC articles were published in practitioner-oriented
production journals (e.g. Production and Inventory Management Journal) and management
accounting journals (e. g. Management Accounting, UK and USA ), which primarily focused on
the concepts and principles of TOC. He also found that several articles {i) compared TOC with
other production methods {e. g. MRP, JIT) and management accounting methods (e. g. ABC/M)
and (ii) referred to the applications of TOC in actual business settings. The paper found very little
TOC research done in the service sector. However, this study did not investigate the TOC literature
to discuss implications for various production management decisions ( e. g. product-process design,
production planning and scheduling, inventory management, quality management and control, and
continuous process improvement ). Moreover, since 1995, a significant amount of research has
appeared in refereed production management journals. This new research needs to be reviewed,
classifted and synthesized to provide researchers with guidance on directions.

The book by Mabin and Balderstone (2000) is probably the most comprehensive catalogue of TOC
literature. The authors have provided keywords and a brief summary of each reference as well as
various indices to facilitate searches for TOC literature by author, subject, source (e.g. journal,
magazine ) , industry and publisher, This study did not investigate the TOC literature to discuss
implications from an OM point of view or suggest future directions for research.

Although a comprehensive literature review must be done to hightight significant contributions
made by specific articles, we would like to make few observations. First, TOC research stresses
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improvement in organizational performance instead of functional improvement and thus has
implications across major functional areas such as accounting, marketing and strategy. Second,
early TOC research focused on understanding and iillustrating the production planning and
scheduling principles of TOC that formed the basis for the TOC-based software referred to as OPT
and subsequently explained as basic concepts of TOC in the popular novel, The Goal. Third, a
vast amount of research effort has been expended to compare TOC with (i) traditional
management and total quality management, (ii) traditional management accounting and activity-
based costing, (iii) material requirement planning and JIT systems and (iv) linear programming,
Fourth, TOC has the potential to be established as a useful production management theory by
developing and testing important research questions. Unlike other theories reported in the
production management literature such as trade-off theory, the cumulative theory and the theory of
production competence, the TOC is much more comprehensive and widely applicable across the
production function. However, the theory of CM has not been empirically developed and tested,
which is required if it is to be accepted as a general theory in production management.
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3. Onme of the main assumplions of TOK theary 15 thal ewvery business has the primuary goal of
“making more money now as well as in the future™ without violating cenain necessary
conditions.,
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. Throughput { T) is defined as “the rate st which the system generates money through sales™ .
o S T ™ R ol O Ry

. Inventory (1) 15 defined as “all the money investad in purchasing things the system infends Lo
sell”.
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fi. Dperating expenses (DE ) is defined as “all the money the system spends in tuming inventory
into throughput ™.
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7. Indeed, although the business novels The Goal ( Goldrant and Cox 1984 ), It's Mot Luck
{ Gobdratt 1994 ) | Critical Chain ( Goldratt 1997 ) and Necessary But Nol Sufficient { Goldran
200K | provide excellent means o introduce TOUC concepls and principles, it is sill nod clear
how besi o inbegrate TOC with conventional M topics
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8. A quick review of the literature reveals that two main sources of . . . and propose guidance for

future research.
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Rahman, 8. U, , 1998, Theory of constraints; a review of the philosophy and its applications.

International Journal of Operations and Production Management, 18, 336 — 355,
Mabin, V. J. and Balderstone, S. J., 2000, The World of the Theory of Constraints: A

Review of the International Literature ( Boca Raton, FL. St Lucie).



Experimental Economics and Supply
Chain Management
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upply chain management 15 enjoying increased allention from operations practitiopers looking for

ways o compele in the global economy. Much aof this attention focuses on leveraging recemt
advances in information fechmology o coonfinale decision making across firms. Amticipated benefits
include decreased invemtory costs, reduced Mow tmes, and better maiching of sapply and demand.
Companies as diverse s Boeing, Targel, and Eastman Chemical are investing neéw initistives to share
information and betier coordinate production and onder decisions between supply-chain partners,

Academics from many fields, including marketing, operations managemeni. and informarion
management and technology . are developing methods to direct such initiatives and quantify their
benefits. For example, over 50 percent of the presentations sponsored by the Manufacturing and
Service Operations Managemend Society { MSOM ) at the INFORMS 1998 and 1999 meelings were
dedicated 1o supply -chain-related topics. Academics commonly use operations rescarch ols, such
as stochastic modeling, simulation, and math programming o study the dynamics of supply chain
decisions. These models normally operate under the assumption that decision makers are rtional and
have commonly known objectives. In pructice, these models break down when (i) the objective
function of a firm or of an individual inventory manager is not simple or clearly defined or (i) the
assumption of perfect rationality is violated, Individual preferences, atiinides towards risk, and
cognitive ashilities vary widely in practice. These realities are difficult to capture in analytic models.

Recently, there has been growing inferesi in using controlled human experiments (o wdentify and
better understand the behavioral factors that affect efTons w coordinate supply chains. Cur goal in
this paper is to illustraie lhe potential of expenimental economics for beter understanding decision
making in this sething. We do this by reviewing recent experimental studies of the popular beer
distribution gime.

The beer distibution game mimics the ordering and production decisions of a four-level serial
supply chain. Participanis play the game over several hypothetical weeks. In each week, players
decide how much product { cases of heer ) w order from their immediate suppliers 10 maintain
enough inventory 1o fill orders from their immediate costomers, This task is complicated by delays
i order processing, production, and shipping.
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Instractors use the beer distribution game in many introductory operations management courses to
itlustrate an important supply-chain phenomenon known as the bullwhip effect. Proctoer and
Gamble first coined the term bullwhip effect to describe the systernatic ordering behavior witnessed
between customers and suppliers of Pampers diapers. While diapers enjoy a fairly constant
consumption rate, Proctor and Gamble found that wholesale orders fluctuated considerably owver
time. The firm also found that the orders it placed for raw materials with its suppliers fluctuated
even more than these wholesale orders. Other companies have observed a similar tendency in their
internal supply chains. Baganha and Cohen (1998) provide empirical evidence of these problems
in industries with high ovder variation, while Kahn ( 1987 ) offers a macroeconomic view of the

relationship between order volatility, inventory, and cost.

The effect itself is described by two regularities; oscillations of orders at each level of the supply
chain and amplification of these oscillations as one moves farther up the chain. Both osciilation
and amplification are costly to supply chains. Although the cause of the bullwhip effect is not
completely understood, current research suggests a combination of rational ( for example,

operational ) and behavioral factors.

On the operational side, Lee et al. describe four of the most common causes. The first is demand-
signal processing, the process a rational decision maker goes through to translate current demand
information into a forecast of future demand. For example, Chen et al. {1998 ) show that
following a simple forecast formula, such as exponential smoothing or simple moving average,
can lead to bullwhip behavior in certain supply-chain settings. A second operational cause is
rationing , where suppliers allocate imited resources, such as Inventory, across several customers,
This practice encourages customers to game the system by inflating their orders to gain a bigger
slice of the pie. Other causes include batching orders ( ordering once a week or once a month
rather than every day) and varying prices ( which can encourage forward buying ). Ways to
alleviate these last three operational problems include schemes to improve capacity allocation,
staggered batching of orders, and everyday low pricing.

While operationa! causes are important, they are not the whole story, Our review of current
research demonstrates that the buliwhip phenomenon remains even in idealized supply chains, such
as that used in the experiments discussed here, in which normal operational causes are removed.
This result leads researchers to investigate other behavioral factors. Because this field of research is
still growing, this review is not meant as the fast word, but rather an indication of the field’s
potential. These experiments represent a growing interest in literature concerning the cognitive
limitations of managers in business settings. Before providing more details on the beer distribution
game and its associated stream of research, we offer our thoughts on why experiments are a
particularly relevant tool for studying supply-chain behavior.



Why an experiment?
Experiments are useful for investigating behavior in supply chains for a number of reasons. First,

experiments allow us o gauge the extent to which behavioral factors cause empirical regularities,
such as the bullwhip effect. In an experiment, we can control the environment each firm faces. In
particular, we can design environments devoid of possible operational causes of the bullwhip

effect. The beer distribution game provides such an environment.

The game assumes infinite capacity and no competing customers ( avoiding inventory-allocation
issues), zero setup times { avoiding order-batching problems ), and constant retail prices
(avoiding price fluctuations). We can also avoid the effects of processing demand signals
{ forecasting ) by making all participants aware of the underlying demand distribution. Chen
(1999} shows theoretically that a base-stock ordering policy minimizes total supply-chain cost in
such a system when the retail-demand distribution is stationary and commonly known. A base-
stock policy implies that participants place orders equal to the orders they veceive from their
immediate customers. In other words, they pass through the orders they receive, implying no
bullwhip effect. This policy was also shown to be optirnal for serial systems without delays by
Clark and Scarf (1960) and Federgruen and Zipkin (1984).

However, participanis in experments do not simply pass through orders but instead order in ways
consistent with the bullwhip effect. Observing the effect in such a controlled environment confirms
that behavioral causes do exist and are an important cause of the effect in the lab.

Second, experiments can help us 1o understand the relative strength of multiple causes of the
bullwhip in empirical data. For example, if we observe a threefold amplification of order
oscillation in the field ( where bhoth behaviorat and operational factors exist) and only a two-fold
amplification in the lab { where we have eliminated the operational factors) , we can estimate the
fraction of the effect caused by behavioral factors and the fraction caused by operational factors.

Third, we can use experintents to test operations theory, much as we use them to test eConomic
theory. For example, we can use experiments to compare the extent of the bullwhip effect when
the supply-chain relationship is one to one ( one supplier, one customer ) or one to many { one
supplier, many customers). We can compare the performance of supply chains with and without
limited manufacturing capability, with and without setup costs, with and without inventory —
allocation problems, and so forth. In this way, We can use experiments to put supply-chain-
management theory fo the test by investigating whether the outcome of a particular operational
configuration is consistent with theoretical predictions. While this approach has not yet been taken
in the literature, we think it is an important area for future supply-chain research.

Finally, we can use experiments to measure the impact of varying operational factors in the

» FwE _TTigsn JRP



o—  willpisy ?ﬂﬁf ——e

presence of behavioral factors. For example, we can examine the behavioral impact of reducing
ordering and shipping delays, adding inventory-information-sharing systems, and adding point-of-
sale {POS) data-sharing systems. Within the tightly controlled environment of the experiment, we
can demonstrate and quantify the gains from these institutional innovations, holding all else
constant, in the presence of behavioral and cognitive limitations. Experimental work is thus an

important complement to theoretical work.

The beer distribution game

The beer distribution game mimics the mechanics of a decentralized, serial supply chain operating
under a periodic-review order systern. The uaderlying supply chain normally consists of four
echelons. The game normally begins as participants enter a laboratory, are assigned randomly to
roles, and face a game either on a computer screen or a physical board. Each participant controls
one of the four echelons playing the role of a retailer, wholesaler, distributor, or manufacturer of
beer. Each participant/firm places orders with its upstream supplier and fills orders placed by its
downstream customer over a series of weeks ( Figure 1 ).

fgrders for Beer1

R A s I s
12 12 i Inventory/Backio g—f 2

retailer wholesaler distributor manufacturer

- (2] [d] = oL .. -y (] <t b (]

[Shipments of Beer—,

Flgure 1. The game board in the noncomputerized experiments has four levels ( retailer, wholesaler,
distributor, and manufacturer). At each level is the number of units of inventory ( or backlog if negative)
currently in stock. Along the top of the fgure are boxes representing the ordering lags with numbers
indicating the units ordered in the previous two weeks. Along the bottom of the figure are boxes representing
the shipping lags with numbers indicating the units shipped in the previous two weeks. The manufacturer
faces a three-week production delay, the number in these boxes represents the units he has produced in the
past three weeks. Each week the units in each position move one box and are incorporated into the inventory
or backlog as appropriate. The numbers in the boxes represent the starting position in the game; each echelon
member has 12 units in inventory and four units in each positicn ordering and shipping

The game is complicated by order-processing and shipment delays between each supplier-customer
pair. Once a firm specifies an order, some delay occurs ( most commonly, two weeks) before the
order actuatly arrives at the supply site. Similarly, once a firm fills an order, another delay occurs
(again, two weeks is common) before the shipment arrives at the downstream customer’s site, A
the highest level (the manufacturer), orders represent production starts and therefore mean a
slightly different type of delay ( for example, three weeks for production, then two weeks for
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shipment to the distributor),

At the beginning of each week, shipments arrive from each firm’s upsiream supplier. After the
firm adds these shipments to its inventory, it processes new orders from its downstream customer
(for the retailer, these orders are simply final consumer demand . Firms fill and ship orders from
current inventory if possible and place excess demand in backlog. Firms earn revenue when they
ship product and incur weekly inventory-holding costs and backlog costs. At the end of the week,
cach firm places an order with its upsiream supplier. These orders are the decision variables of

interest in the game.

As in most economics experiments, participaitts are typically paid according to their performance
in order to induce preferences similar to those observed in the field. In some experiments,
researchers run tournaments with the highest-earning supply chain winning a fixed prize. Others
use a continuous incentive scheme in which more profitable chains earn more, either in an absolute

sense or a relative sense.

This supply-chain setting eliminates three of the four operational causes of the bullwhip effect cited
by Lee er al. .
capacity is infinite) , order batching ( since sefup times are zero) ,
retail prices are constani). Some experimenters control for the fourth operational cause (demand —
signal processing) while others do not.

inventory allocation ( since there are no competing customers and manufacturing
and price fluctuations ( since

Table 1 provides an overview of the papers in our survey. These papers can be grouped into two
categories; those that establish the existence of behavioral causes, and those that test methods for

reducing the bullwhip effect.

Table 1. Summary of the parameters and results of the experiments reviewed

Number of Numbe
[ uember o Demand function Incentives m r of Other roles Key resulis
| eckejons observations
Sterman ! 4 Nonstattonary and Tournament |11 Participants | Demonstrated bullwhip and
{1989 I usksiown (4 —8 step) | underweighting
Kaminsky and 4 Stationary and None 6:2 week lag Computer Shorter lead times yielded
Simchi-Levi unknown {N[6,2]) 6:1 week lag simulated same amplification but
£1998) l {s,8) lower costs
Gupta, ! 3 Nonstationary and Absolute 100 divided Participants | Shorter lead times yielded
Steckel, and unknown {4 -8, performance into 12 lower costs, Sharing POS
Banerji{ 2001} S-shaped with and treatments daty  vielded equal or
without noise ) lower costs
Croson and 4 Stationary and known | Relative 5 without POS | Participants Sharing POS data reduced
Donohue {U/D,B]) performance |5 with POS baliwhip
L( 1999a)
» FoR TLTENS (G
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Number of
Number of Demand function Incentives i Orther roles Key results
echelons observations
Croson and Stationary and known |Relative 5 without Participunts | Shaning inventory
Donchue {U[0,8%) performance |  inventory information reduced
{ 1999h) 4 information bullwhip
7 with inventory

information

Note: Demand functions can be stationary { with realizations drawn from the same distribution in each period} or
nonstationary ( with realizations drawn from different distributions in each period }. They can also be known or
unknown to the pacticipants in the experiment.

Behavioral causes of the bultwhip effect

Sterman ( 1989) was the first to use the beer distribution game to rigorously test for the existence
of behavioral causes of the bullwhip effect. He ran the experiment using a game board similar to
that shown in Figure 1. The players were organized into supply chains ( teams) made up of one
retailer, one wholesaler, one distributor, and one manmufacturer. Each player started with four

cases of beer on order and in shipment and 12 cases in inventory.

The incentive scheme used a tournament design. Each participant placed one dollar in a prize
fund; the fund went to the team with the lowest supply-chain cost, with the winning feam taking
all. Sterman defined supply-chain cost as the sum of inventory holding cost and demand-backlog
cost at each supply chain level over all weeks. Inventory-holding costs at each level were 50 cents

per case of beer per week, while backlog costs were one dollar per case of beer per week.

Sterman used a simple, nonstationary retail-demand function { beginning at four units and jumping
to eight units} that was unknown to chain members. In this sense, his experiments control for
only three out of the four operational causes cited by Lee er al. Demand-signal processing
remained as a possible operational cause because the demand distribution was both nonstationary
and unknown.

Sterman reports results from 11 groups of four players each. His results duplicate the empirical
observations of Procter and Gamble. Inventory levels varied widely over the course of the
game, from an average maximum backlog of 46 cases to an average peak inventory of 50
cases of beer.

Sterman demonstrated both aspects of the bullwhip effect: oscillation and amplification of orders.
First, he found significant oscillation of orders at all levels. For the 11 retailers, for example,
average weekly orders were 15 cases of beer per week, but the average variance of those orders
was 13 { for comparison the variance of customer orders was 1.6). Second, he found significant

amplification of order variance. The wvariance of orders averaged 13 for retailers, 23 for
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wholesalers, 25 for distributors, and 72 for manufacturers.

Sterman went on to analyze individual ordering decisions in an attempt to identify the behavioral
cause of the bullwhip effect. His data suggest that most players failed to account adequately for the
supply line (that is, for outstanding orders and shipments in transit). Thus in responding to high
demand, players increased their orders too much, leading to excess inventory and reduced orders

in future weeks.

Sterman was the first to demonstrate that the bullwhip effect had behavioral as well as operational
causes. Both aspects of the effect { oscillation and amplification} occurred in conwrolled conditions
with most operational causes removed. Interestingly, when Sterman asked participants how they
could have improved their performance, they called for better forecasts of consumer demand. One
could control for this operational concern by using a stationary demand distribution and announcing
this distribution to all participants before the game begins. Chen and Samroengraja ( 1999 )
advocate this approach in a teaching note. They described running the beer distribution game in
class with stationary and known demand (demand was distributed normaily, with a mean of 50
and a standard deviation of 20, discretized and truncated at zero), and they found that the
amplification of orders remained when this last operational cause was removed. However, they
presented no statistical tests of their resuits.

Methods for reducing the builwhip effect

Once biases in individual decision making have been identified, one can use experiments to test
candidate institutions to counteract or ameliorate these biases. The remaining papers in our survey
take this approach, demonstrating in controlled settings the behavioral benefits of (i) reducing
lags, (ii) sharing inventory information, or (iii) sharing point-of-sale ( POS) data across the
supply chain. Research suggests that only a subset of these institutions show promise for reducing
the builwhip effect.

Focusing first on the impact of order and delivery lags, Kaminsky and Simchi-Levi {1998} and
Gupta et al. (2001) examine the impact of decreasing these lags under different supply-chain
settings. Both use a computerized version of the beer distribution game. The version employed by
Katminsky and Swnchi-Levi {1998 ) is unique in that the computer automates the decisions of all
but one role within the supply chain. These automated decision makers order according to a simple
(s, 8) policy, in which orders are placed to replenish echelon stock to the level S whenever
inventory falls below the threshold level s. They compute s by continuously updating estimates of
the demand mean and variance and fix S at 30,

Kaminsky and Simchi-Levi ( 1998 ) used a stationary demand function that was normally
distributed (42 =6, o =2) and unknown to their subjects. No incentives were used. Each subject
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played the role of distributor in the game. Tn their baseline treatment, they used two week lags. In

the reduced-lag treatment, they reduced order and delivery lags to one week. They report results
from six subjects in each treatment (12 subjects overall).

In the baseline treatment, Kaminsky and Simchi-Tevi again observed the bullwhip effect.
Dhstributor-order oscillations were significant ( the average standard deviation of distributor orders
was 8.56) and were amplified over those of wholesaler-order oscillations. When they reduced
lead times, distributor-order oscillations remained high { average standard deviation of 12. 68),
but overall costs incurred by the supply chain dropped. The authors argue that this drop was
caused by operational factors, particularly the reduced time items spent in the system, which
reduced inventory costs, Evidence for behavioral improvement based on lag reduction is

primarily anecdotal.

Gupta ef al. (2001) also show that reduced delays lead to lower supply-chain costs. However,
their setup is quite different. They use a three-echelon supply chain with live participants at each
level of the supply chain interacting via a networked computer system. Omce again, the
participants were not informed about retail demand. Unlike other researchers in this area, the
authors do not analyze the ordering patterns of participants ( choosing instead to focus on supply
chain cost) and thus do not report on the existence or reduction of the bullwhip effect. They use
nonstationary demand distributions ( unlike Kaminsky and Simchi-Levi, who focus on the nomal
distribution ),

Gupta e al. examine 12 treatments, including ordering and shipping lags of one or two weeks,
total or no access to POS data and varying consumer demand, including a step function { as in
Sterman) , an S-shaped function, and an S-shaped function with noise. The authors report data
from 100 supply channels (300 subjects } divided across these 12 treatiments, with five to 13
groups per ireatment. Participants were paid in proportion to the total costs incurred by their

channels.

Becreasing the lags in the system generally led to reduced costs. With stepped demand and S-
shaped demand with no noise, reducing the lags significantly reduced the costs at all three levels
and thus over the entire supply chain ( since supply-chain costs are simply the sum of the costs at
each level}. With S-shaped demand with error, reducing the lags significantly reduced costs for
the retailer and the wholesaler but not for the manufacturer, resulting in no significant difference in
channel costs overall. However, the authors do not provide an analysis of the variance of orders
placed. Thus it is unclear whether costs fell because of the reduced inventory costs inherent in
shorter lags ( as suggested by Kaminsky and Simchi-Levi) or becanse players can make better
decisions in the reduced-lag environment. These results suggest that shorter lags translate into
lower supply-chain costs under some conditions. However, the authors also identify conditions
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under which the efficiency gains may not be as great as anticipated.

Unfortunately , because the participants in both Kaminsky and Simchi-Levi (1998 ) and Gupta et
al. (2001} did not know the demand functions facing the retailer, their results cannot be
conclusively attributed to behavioral causes. It is difficult to quantify the inherent operational
benefits of reducing delays when the retail-demand distribution is not commonly known.
Theoretically, removing shipment lags reduces pipeline stock, while removing ordering lags
reduces the need for safety stock at both supplier and customer sites. It would be interesting to
guantify this theoretical savings and compare it to the actual savings achieved in these
experiments, to separate out the behavioral effect. Ome could do this by running the beer
distribution game ( with and without lags) subject to a stationary retail-demand distribution that

was announced to all players.

Moving on to the second institution, sharing peint-of-sale (POS) data, we find that the impact of
this intuitional change is again mixed. Gupta et al/. (2001) and Croson and Donohue ( 1999a)

provide different results.

Gupta er al. again focus on settings with a wide range of nonstationary demand distributions which
are unknown to the participants. With step demand, sharing POS information significantly reduced
the retailer’s costs but had ne significant effect on the wholesaler’s and the manufacturer's costs.
With S-shaped demand with no error, sharing POS data had no effect on retailer’'s costs or on the
wholesaler’s costs, and it significantly raised the manufacturer’s costs ( that is, those costs moved
opposite to the predicted direction). Finally, with S-shaped demand with error, sharing POS data
significantly reduced the retailer’s costs but had no significant effect on that of the wholesaler or
the manufacturer. However, because participants in the experiments did not know the dernand
functions and the authors did not analyze ordering behavior, these results cannot be conclusively

attributed to behavioral causes.

In their stady of POS-data sharing, Croson and Donohue ( 1999a) control for the remaining
operational cause of the bullwhip effect by using a stationary and known distribution {uniform[ 0,
81). Their game is similar in spirit to the game advocated by Chen and Samroengraja (1999 ).
They use the traditional four level game with four human participants interacting via a
computerized interface. They paid the participants in a continuous manner based on the cumulative
chain profit { costs) of the chain relative to the highest — profit chain. This payment was designed
to represent the benchmarked performance of an integrated supply chain.

Five groups of four firms played a baseline condition ( without POS data) in which they were told
only the distribution of consumer demand. Another five groups played in the POS-data-sharing
treatinent in which the players knew the demand distribution and the realized demand in each week.
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The addition of POS-data transmission significantly reduced order oscillation at all levels of the
supply chain, particularly at the distributor and manufacturer levels. This asymmetric benefit is
consistent with intuition. The retailer gets no new information from POS data ( since he sees
customer orders anyway }; thus we would not expect his behavior to change significantly.
Upstream from the retail site, this information is more likely to affect order decisions. Because of
this asymmetric reduction in oscillation, amplification of order variation significantly decreased

when POS data was shared.

Croson and Donohue also replicate Sterman’s result that players do not give enough weight to the
supply line. They present a new analysis of individual behavior on the demand line; examining
what information firms use when making their ordering decisions. They find, as predicted, that
when POS data is available, participants incorporate it into their ordering decisions, supplementing
the information contained in their downstream customers’ orders.

This analysis suggests the mechanism by which POS data can affect performance in supply chains
and helps to organize Gupta, Steckel, and Banerji’s results, When demand is stationary and
known, sharing POS data can help reduce the bullwhip effect and reduce supply chain costs ( as
Croson and Donchue show) by helping upstream suppliers better anticipate their customers’ needs
without biasing their estimates of future demand. In contrast, when the distribution of consumer
demand is nonstationary and unknown, POS data can bias upstream participants’ estimates of
future demand, which can increase ( rather than decrease) costs ( as Gupta, Steckel, and Banerji
argue ). It remains unclear whether the cost increase in this case is caused by the bullwhip effect or
by some other behavioral phenomena.

Tumning to our final institutional change, Croson and Donchue (1999b) examine what impact
sharing inventory information has on reducing the bullwhip effect. In this study, the participants
knew the distribution of demand, which was stationary, and again faced a four-echelon,
computerized supply chain. Five groups of four subjects participated in the baseline condition
( without inventory-information sharing ) , and seven groups of four subjects participated in the

inventory-sharing condition.

Their results suggest that making the inventory position of all supply-chain members known
significantly reduced oscillation of orders at all leveis of the supply chain, but particularly at
higher levels ( distributor and manufacturer ). This additional information also reduced
amplification, particularly between the distributor and wholesaler roles.

Croson and Donohue again replicate Sterman’s resulis that players give too little weight to the
supply line when they know the demand distribution and share inventory information. The
persistence of this behavior when they shared inventory information makes one question the cause
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of performance improvement. After all, if the behavioral causes of the bullwhip effect, such as
this underweighting, remain, why do oscillation and amplification decrease? Results suggest that
although participants did not use inventory information to adjust their supply lines, they did use it
to anticipate dowustream members’ orders. This anticipation of future orders from downstream
customers allowed upstream players to adjust their own orders in advance ( that is, in preparation
for incoming orders). This use counteracted ( but did not eliminate) their underweighting of the

supply line and improved performance.

Conclusions and lessons for managers
Controlled experimental settings allow one to hoth demonstrate bhehavioral biases that cause

empirically observed outcomes like the bullwhip effect and to identify the actions managers can
take to reduce the impact of these biases. Such experiments can even offer insight into how best to
implement institutional changes. For example, Croson and Donohue’s results on the impact of
inventory information suggest that when inventory information is shared across the supply chain,
order oscillations decrease because upstream chain members have information about downstream
members’ inventory positions, rather than the other way around. The critical part of an inventory-
sharing information system thus is not communicating the invemory position of the manufacturer to
the retailer but instead communicating the inventory position of the retailer to the manufacturer.
The biggest bang for the buck may lie in tracking and sharing downstream inventory information,
Since the cost of tracking inventory is quite high, particularly at manufacturing sites, this result
suggests that instituting tracking systems at the retail and wholesale levels will provide the greatest
returns, with the returns diminishing for inventory sharing further up the supply chain. Similar
umplications can be inferred from the other experiments reviewed and ( we hope) from future
research in this field.

This survey suggests the types of benefits that experimental research can bring to supply-chain
management. We trust that future researchers will examine other important institutional changes
that show promise for improving supply-chain performance. Examples include collaborative
forecasting and planning systems in which supply-chain members work together to create a chain-
level ordering strategy and other information-technology-enabled systems designed to improve
efficiency. More work is also needed to understand the relationship between individual
characteristics ( such as patience, risk-neutrality, and abstract thinking ) and performance of
supply-chain tasks. Finally, additional work is needed to discover the type of training managers
need to improve their performance in these complex settings. We believe that experiments like
these can illurninate the difficulties of managing supply chains and provide specific, behavioral
suggestions for easing the task.
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=> Notes

. For example, over 50 percent of the presentations sponsored by the Manufacturing and Service
Operations Management Society { MSOM } at the INFORMS 1998 and 1999 meetings were
dedicated to supply-chain-related topics.

INFORMS R iz & 2 5 & M ¥ 2 % £ ( The Institute for Operations Research and the
Management Sciences) 5, XF 2 B E{E iz B % ME M F % ( Operations Research
and the Management Sciences, OR/MS) Sl 1 & B HFIEIE . HIE S EEE45 {2 OR/MS i)
SEER WFSY AR A . A http; //www. informs. org
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. The effect itself is described by two regularities; oscillations of orders at each level of the
supply chain and amplification of these oscillations as one moves farther up the chain.
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. A second operational cause is rationing, where suppliers allocate limited resources, such as
inventory, across several customers, This practice encourages cusiomers to pame the system by
inflating their orders to gain a bigger slice of the pie,

T2 AW 6988 A st R R B, B R R A B R R R S A M S L
B RREHBRE AT, BRI 5ET L BT A R A Bk th AR A
) -—H

. First, experiments allow us to gauge the extent to which behavioral factors cause empirical
regularities, such as the bullwhip effect.
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- The beer distribution game mimics the mechanics of a decentralized, serial supply chain
operating under a periodic-review order systent.

NPT S S AR T R R AR 85 5 N F S e P AT B R 1

As in most economics experiments, participants are typically paid according to their
performance in order to induce preferences similar to those observed in the field.
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- Once biases in individual decision making have been identified, one can use experiments to test
candidate institutions to counteract or ameliorate these biases.

— BMETESS E PR T MR AT RR S i 3k , BU AT LUGE T S0 0 Sk 5 45 R BE G HE T s i 5k
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. The biggest bang for the buck may lie in tracking and sharing downstream inventory

information.
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The Evolution of Information Systems and
Business Organization Structures |
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Introdusction

Thes article looks at ways in which computerized information systems have impacted modern
business organizations. While the influence of these systems on organizations in general bas been
both powerful and wide mnging, this article focuses primarily on how organization structures have
specifically been impacted. To properly frume the varous issues that are addressed, this anicle
briefly traces early computers, and mentions their development by penerations. Ower the decades,
hoth computer systems and organization structures have moved from a centralized 10 a decentralized
design. This movement has had major implications in what organizations are capahle of doing in the
face of a turbulent environment by sdopting organic and opetwork like struciures, These
organizational melamorphoses have been possible, in lage part, by the support provided by
information technology that allowed autonomy and distibution of responsibility. A review of
information system architecture and ocganizational form is made o underscore a natural compatibility
or fit between information systemns and organization structures. In conclusion, attention is drawn 1o
the ways information systems are likely o create organizational imerfaces between an organization’s
suppliers and customers, and how this may resull in mdically new structures.

Early developmants
Modermn computers, as we understand them, were essentially designed and developed in the USA
around half a century ago. While punched card based unit record machines ( URMs) were widely

»REE Tarums 7D




o i TR —

used for limited business data processing in the 1930s, the world’s first fully automatic computer is
considered tc be the MARK T which was set in operation in 1944, This was followed by the
ENIAC (1946}, short for Electronic Numerical Integrator and Calculator, the EDSAC (1949),
the Electronic Delayed Storage Automatic Computer, and by the EDVAC {1952), the Electronic
Discrete Variable Automatic Computer. All these machines had been designed and built for
military, scientific, or mathematical purposes. Von Neumann, an early pioneer, who developed
the concept of the stored program, was convinced that computers counld solve many important

unsolved problems in applied mathematics,

Some time during the 1950s, the potential of computers in the realm of business was recognized ,
and a powerful impetus was now given to marry technology with commerce. The first commercial
computer, a UNIVAC 1, mamifactured by Rand Corporation, was delivered to the US Bureau of
the Census in 1951, while the first non-government installation, also a UNIVAC 1, was instalied
at General Electric’s appliance plant in Louisville, Kentucky. According to Lynch and Rice, the
period from 1956 1o 1958 saw three significant developments in computing. These were;

» breakthroughs in increased core memories;

¢ development of more standardized and higher level languages;

* the development of a system for operating a computer or the operating system ( OS).

Computers in business

Computer development by generations

The field of computers developed by what is now recognized as generations, starting with the first
generation half a century ago onto the end of the fourth generation today. The concept of
generations is both artificial and arbitrary, but is a useful framework for understanding
developments in this field. Commonly, generations are associated with levels of computer
technology and processing speeds. The first generation computers, up to the mid-1950s, were
associated with valves and electric relays. The second generation computers, developed in the late
1950s, used transistors instead of vacuum tbes. They occupied far less space than their
predecessors, were faster in operation, required less maintenance, and were more reliable.

Third generation computers of the 1960s and carly 1970s were characterized by large scale
mtegration (LSI) of integrated circuits. Introduced with the third generation machines was the
concept of the family of computers, and users could move upward adding computing power,
storage capacity, and peripheral capability — without cc;stly conversions. Each generation was
characterized by a marked improvement in performance, capability, and a fall in prices. Fourth
generation computers, from the early 1970s, were characterized by very large scale integration
(VLSI}, and the use of semiconductor memory and sophisticated software. Computers of this
generation, apart from high speed and massive computing power, were characterized by the use of
mticroprocessors, virtual memory, and highly developed communication and database facilities.
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They not only became powerful and fascinating, but their usage in business generally accelerated

the possibilities and potentialities of growith.

Computer instatlations in business
The combination of increased computing power, powerful software, and continuously failing

hardware prices became a very attractive proposition for business organizations, and from the mid-
1960s onwards installations in businesses increased rapidly. From an installed base of ten
computers in 1930 valued at $0.01 billion, a total of 138,000 computers valued at $53. (} biltion

were installed by 1980,

The transformation of the US economy took place in the 1950s when the information age overtook
the industrial age. Sprague and McNuriin (1993 ) mention, “It was in 1957 that the USA passed
from the industrial era to the information era. In that year, the number of employees in the
country whose jobs were primarily handling information surpassed the number of industrial
workers”. This was important not only in the service or information industry, but also in the
manufacturing industry owing to the dramatic effect of computers and information. Computers
have been used to systematize and solve problems in diverse areas of business including planning,
R&D, engineering, marketing, procurement, production, storage, distribution, operations and
service, and management. Very simply, computers allowed the development of planning
techniques hitherto too complex to develep, compute, or control. These included the development
of systems planning like PERT/CPM models, planned program budgeting, and simulations, as
well as developments in areas like production, auntomation, and other planning and control
systems. Other contributions of computers were in the areas of high volume and repetitive
computations, measures for operations control, and as an information and decision tool. There is
no doubt that the contributions of computers are numerous and well-known, and US industry has,
on the whole, been radically and beneficially affected by these contributions.

Growth of information systems and business organizations

Over the last three decades, computer-based information systems and business organizations
developed in unique and special ways. As far as computers are concerned, the manner of
hardware and software development resulted in unique architectures evolving over time. At the
same time organization structures developed special forms to suit and fit their specific

environmental and strategic requirements.

Development of information systems

Computer based information systems are categorized by their architecture or topology , which are a
set of interconnections or nodes in a network. Categorizing information systems architecturally is
appealing since it is not idiosyncratic to particular settings, and further, these architectures are
fairly well established and accepted. This section briefly discusses the four main types of
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information systems architectures or typologies consisting of centralized, distdbuted,
decentralized, and stand-alone systems.

The combination of hardware, software, data, and communication formed the core of information
systems. As each of these dimensions developed and integrated, the concept, design, and
capability of information systems underwent massive changes. The carliest systerns were the
classic centralized systems typically characterized by a mainframe host computer supported by an
array of peripherals, including “ dumb ™ terminals, which allowed interactive, information
processing activities mostly of a transactional nature. These centralized systerns were modest in
size in the earlier genmeration computers, but grew from small, medium to large centralized
mainframe systems over time. This was the trend up to the 1970s, and for the first 20 years
discussions on data and systems were about techniques to manage data in a centralized

environment,

In the early 1960s, the main concern among hardware manufacturers and data processing managers
was achieving machine efficiency. With increasing demands and sophistication of users of
information, and with the availability of powerful personal computers ( PCs), data processing
activities became more distributed. This gradual shift from information availability in report form
to information becoming available on demand, and forming a part of a decision support system
(DSS), accelerated the trend from centralized to distributed systems, consisting of clusters of
minicomputers networked through LANs, or local area networks at the intra-organizational level,
and the later WANs or wide area networks at the inter-organizational level. The growth and
importance of minicomputers, so fundamental to this trend, can be gauged from Table 1.

Table 1. Minicomputers instalied 1970 — 1980 ; purchase price $ billions

Year Number [ Vahie
1970 ’ 3‘1 000 1.9
1975 I. 202,000 6.0
1980 840,000 19.3
Source ; Kanter( 1982 ) o N

Distributed systems are defined as “peer-to-host systems”, and are designed as “spokes” or
terminals around a central processor or mainframe. Spokes might have their own processor,
storage device, and terminals that have their own computing facilities and databases. Distributed
systems are now giving way to decentralized information systems, and the role of the user is
becoming paramount. This trend is continuing through the 1990s. Decentralized systems are
referred to as *peer networks” and have no central processor through which communications must
pass, and hence there are more degrees of freedom in communication, and communication
constraints are substantially less than for distributed systems.
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A fourth kind, though less common, are stand-alone systems, typically PCs, used in individual
departments or as information systems in small organizations. Because of their limited capabilities
and low cost, most [arge organizations do not plan for them, and their effect is on the work of

individuals rather than on the organization as a whole.

Changes in organization structures

Businesses in the USA have changed in many different ways during the course of this century. The
earlier trends were essentially the development of single businesses that preferred to retain overall
contro] through vertical integration, and Chandler (1990} has observed that US organizations have
invariably siressed the ascendancy and development of functional areas. In the !1960s, there were a
spate of acquisitions and mergers primarily as a response to anti-trust laws. Companies went into
unrelated businesses and formed huge conglomerates. In the 1980s, this trend changed through a
process of readjustment, disinvestment, and restructuring, and the degree of unrelatedness was
reduced somewhat, and large diversified businesses were formed. Many structural changes have
taken place during the last 30 to 40 years, and the direction of these changes has been to move
from centralized to decentralized organizations through various stages, These stages started with
the earlier centralized single business organizations which were vertically integrated, and then
moved onto the divisionalized structures used at Du Pont, and later at General Motors.

This basically was a movement away from functional control to divisionalized control. This was
typical of the M-form of organizations where a division would be given complete autonomy and
each division would have its functional areas under its control. The head or corporate office would
have an essentially coordinating role, and each division would function with its divisional level
corporate setup. These changes took place in order to handle changes more appropriately in the
environment, and to have more effective responses to competition, Organizations found that a
decentralized setup was in many cases better suited to cope with an environment marked with rapid
changes. Perhaps the one key reason decentralization could meaningfully take place is by the
support provided by information systems that allowed decentralized communication and control.

Decentralization has moved further, and later structures have been in the form of matrix, hybrid,
and network organjzations. Each of these structures has been found to be a more appropriate
response to cope with increasing turbulence in the external environment. In modern business
organizations, effectively handling a complex and turbulent environment has been the fundamental
problem that top management and organizational admimistrators must cope with. Again, new
structures t0 cope with new environmental realities have been possible in large part due to the
possibilities of information and control provided by computers,

An important view of evolving organizations has been the five typology structure provided by
Mintzberg ( 1979, 1981, 1983 ), and similar typologies have alsc been suggested by Daft
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(2001). These typologies are based in part on organizational life cycle, type of business, and the

competitive environment. The five part typology of organization structures consisis of the

following ;
* Simple structures. These are characteristic of both young, start-up, entrepreneurial

organizations as well as well entrenched autocracies. They are usually small, operating in a
market niche within a dynamic environment with few rules;

® Machine bureaucracies. These are characterized by standardization, functional structural
design, and large size. These structures are generally differentiated both horizontally and
vertically, and are normailly associated with standardized, routine, mass production
technelogies in a stable environment ;

* Professional bureaucracies. These rely on standardization of skills as a basis for
coordination, and have a high iaformational component. These organizations are
decentralized down to the level of those professionals responsible for carrying out the
organizations® tasks;

* Divisionalized forms. These are integrated sets of semi-antonomous entities Ioosely joined
by an administrative framework. The semi-autonomous entities, often referred to as
strategic business units { SBUs) , determine the strategic portfolio of the organization. They
may be decentralized from the perspective of the total organization, but can be centralized
from within the division, or may exist in any other combination s

* Adhocracy. These can be construed as divisionalized forms, held together by a strong
cuiture. These are usuaily small and have the characteristics of a young organization
( without necessarily being young). Mutual coordination and cooperation are critical which
cause these organizations to behave like project teams. They are essentially highly organic
with little formalization.

Integrating computer architectures and organization structures

It is interesting to note, based on the earlier discussion on computer systems and organizations,
that evolving computer architectures and changing organization structures bore a similarity of
form, in that both evolved from a centralized to a decentralized design. This shift in both cases
can be understood as 4 distribution of power from one central node to a number of decentralized
sources because of the many advantages that accrued from such a shift. In both computers and
organizations, such a shift was characterized by a significant reduction in formality, or in

computer terms, a reduction in " protocol. ”

In the computer or information system environment, such a shift from a centralized controller or
“authority” had many implications. From a relatively rigid system of a single central processor
servicing requirements of peripheral units, and handling requests on a rigid set of heuristic or
algorithms , distributed systems distribute both data and processing to multiple machines and results
are exchanged. While hoth centralized and disttibuted systems required varying degrees of central
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control and authority, distributed systems had far higher levels of commumication and task
accomplishment at relatively lower levels. With decentralized systems, there is no central
comtreller, and both communication and task responsibilities have been devolved to independently
be able to communicate and share resources with relatively high degrees of freedom. Although
terminals or other systems communicate through bridges or gateways and require rules for
connectivity, these constrammts are substantially less than for distibuted systems, and this
flexibility gives decentralized systems the capability to cope with a wide variety of information
requirements. In other words, the power of decentralized systems is maximum when protocol or
rules are at a minimum. Electronic mail, local area networks, telecommunication systems, group
decision-making systems, etc. , allow messages t0 be sent through the network in an interactive
mode which results in an increase in the quality, quantity, reliabitity, and capability of the system

to process information.

Organizations, in the last half century, have undergone extensive structural changes, in large part
due to changes in the operating environment, and also due to advances in management and
organization theory. To be highly efficient through a machine bureaucracy like structure was the
requirement of an earlier age. Such a structure is still viable in an environment characterized by
stability and reduced complexity. Such structures are relatively uncommon today as business
organizations have moved from the criteria of efficiency to that of effectiveness, and such moves
have seen machine bureaucracies evolving inte more organic structures.

Many scholars, including Mintzberg (1983 ) and Daft (2001 ), have highlighted that different
types of siructures are more appropriate for different types of environments. Effectiveness was
provided better by divisionalized organizations operating in hybrid or matrix like structures, as is
common today, compared to the earlier centralized structures. According to Snow et al. {1992) ,
today’s competitive pressures demand both efficiency and effectiveness, and firms must adapt with
increasing speed to market pressures and competitors’ innovations, while simuitaneously
controlling or even lowering product or service costs. Under these conditions . they suggest that by
using a network structure, & firm can operate an ongoing business both efficiently and
innovatively, focusing on those things that it does weil and contracting with other firms for the

remaining resources.

It is quite clear from the above discussion that the move from centralized to decentralized
information architectures, coupled with a similar move in organization structures, should be
associated with each other because of the way both have such close similarities in their evolution.
It must be remembered that both computers and organizations evolved and changed form for
different reasons. Computers architectures evolved, at least in the earlier era, due to the pressure
and impact of communication technology, while organization structures evolved as they were
impacted by a multitude of forces, including the environment, competition, and technology. How
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is it possible to evaluate and separate this relationship, between computers and organizations, into
cause and effect? This is hard to do except to understand that evolving computer architectures
impacted and enabled newer organizational forms, and over time changing organizational
requirements impacted the shape and design of computer systems and architectures.

Our discussion so far has been to examine the evolution of computer architectures and organization
structures separately. In the following sections we combine the separate evolutions and discuss the

impact of the relationship between computers and organizations in two ways,

The impact of computers on organizations

One of the earliest and more well known studies of the impact of computers on organizations was
undertaken by Whisler in the late 1960s. In a study of 23 large insurance firms, the study revealed
a number of interesting effects, some contrary to what were expected from computer-based
information systems. Perhaps the kind of results highlighted in the study ( Table 2) were due to
the earlier stress on data processing as opposed to the later emphasis of using computers pritnarily

as communication and decision support systems.

Table 2. Early impact of computers on organizations

Organization structure Decision making Authority and control Job content

Decline in clerks and | Consolidation of separate | Centralization of control | Routinization at lower levels
Supervisors decision systems and broadening at upper levels
Increase in upper-level | Upward shift in decision { Increase in machine Decline in interpersonal
managers making control communication after computers

Decline ir number of Rational and quantified | Control over individual . Increase in communication
levels decizsion making behavior during system development

Rigidity and inflexibility | Blwring of traditional Decline of skill levels at lower
in decision making lines of aﬁthority and and middle levels increase in
der ents control skill levels at upper levels

Consolidation of

The study indicated a decline in the number of levels in the organization structure, greater
consolidation and rigidity in decision making, increased centralization of authority, and
routinization in the content of lower level jobs. The impact of computers created shifts in power
that were not anticipated before. In the initial stages of its introduction, the power of information
was [0 the hands of the departments in which computers were installed, which was typically the
accounting department. “Information is power” has become a maxim, and with it the realization
that power devolves upon those who gather, process, disseminate, or simply possess information.
According to them, the increasing value of information as a commodity brings with it the potential
to change the bases of power and create new ones. Over the years, the availability of decentralized
information systems allowed organizations to go ahead and attempt to decentralize their structures
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to more effectively cope with their environments. Organic structures sach as hybrid, matrix, and
network organizations were possible in large part because of distributed and decentralized decision-
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making powers made possible from new information architectures.

Mintzberg, (1983 ) has provided extremely compelling illustrations of how inadequacies n the
machine bureaucracy structure led to formations of more effective structures, and how management
information system ( MIS) capabilities were used to form new structures. He menticned that as the
environment remained stable, the machine bureaucracy had no great difficulty in adaptation. As
environments changed, generating new non-routine problems, managers af the strategic apex
quickly became overloaded due to the high degree of centralization inherent in such structures,
One of the ways to overcome these information bottlenecks was to restructure , distribute authority,
and decentralize management. A combination of environmental turbulence associated with
information systems’ capabilities provided a strong impetus and capability for organization
structures to constantly reshape.

Phases of computerization in organizations

In many organizations, computers were initially introduced as a part or a section in the accounting
department, usually under the title of electronic data processing ( EDP), and, for administrative
purposes, was also under the contral of the accounting department. At this stage, computers were
generally centralized systems consisting of low capacity mainframes. As the need, usage, and
capabilities of data processing increased, the data processing section in the accounting department
became an independent department of its own, usually called the EDP and later the management
information system (MIS) department. This department then serviced various departments in the entire
organization, and became an information hub. This stage is still characterized by centralized computer
systems, but they were generally high capacity mainframes that could take on the increased load. The
current state of development in organizations is indicative of a situation where every departrent is
networked into an information and communication system supported by the MIS/IS department. This is
the stage of distributed and decentralized systems that are typical of a network environment. The three
stages in the evolution of information systems are given in Figure 1.

The network environment presented in Figure 1. is suggestive of an information system that
primarily operates as a decision support system (DSS). Here, users or user departments drive the
systein, communicate with each other, share resources including databases, take greater
responsibility for the data and the supporting information system, and use the MIS/IS department
mainly for technical and software support. According to Wiseman ( 1985), over the years
information system technologies have evolved from MIS » to DSS, to strategic information systems
(SIS ), and now serve the purpose of combining with organization structures to serve as

competitive weapons.
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Anather view of the growth, evolution, and impact of compuiers on organizations is given by
Gibson and Nolan (1974, These researchers have provided an excellent four stage framework
{ Table 1), covering the cvolution and growth of EDF depanments as computers were introduced
inio the organization. These four stages werne:

* Imibskion ;
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® formalization -
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Table 3. Four-siage growih of compankes in organiation

Initingkon Expanshan Frrmalizatien Slodurity

Applications | Cost reduction Frodiferation of Emphass on Databgse

| apgplicatinmg e | applicafions b
Growth of | Specializaion for | Speciliration 1 | Speclalizarion for | Spocialization for
preraamel | compuler efficiency | develop variety of | contrnl and datahuse techrabogy

| | promams effecti veness andl fele-processing

| s e

Mlmneapemetnd Lax imsnagefieal | Sales oriensed Casptrod -omienied Resounoe.oriented
tischmbipues apglied | mansgetnent THANAEeeaL plarming and ci=nirol
Rouroe  Gihson and Malani 1074 )

Al each stage they have looked at three specific dimensions, namely. growth of applications.
growth of specialized personnel, and management technigques applied.
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Linkages between computers and organization structures

While organizations evolve to adapt to their environments, the purpose behind such evolutions and
transformation is essentially a question of strategy, that is to do with the organization’s adaptation ,
survival, growth, and improved performance. Organization structures, therefore, serve a function

which essentially suggests that an organization can function best when it assumes certain forms.

In a conceptual study by Leifer ( 1988 ), there were certain ideal matches between the four
information architectures discussed earlier and the Mintzberg typologies. Leifer suggests that
certain organization structures are more compatible with certain information architectures. A
rismatch, according to him, would result in inferior performance, unless a change was effected

onto either the architecture or the structure, or both.

It will be noticed from Table 4 that bureancracies are maiched with centratized systems, while
professional bureaucracies use both centralized and distributed systems. This is because such
organizations need access to mainframe processing capabilities, as well as local processing linked
to specialized databases. Divisionalized organizations use centralized, distributed, and
decentralized systems because divisionalized structures may take many forms. Some may be
loosely coupled, while others may be tightly coupled. The coupling may be by way of formal
controls, or through a strong culture. The division may have a centralized or decentralized
relationship with its corporate office, and the structure within the division may be centralized or
decentralized. Divisions, therefore, depending on the way they are organized, will have unique
and different types of information architectures., Adhocracies, on the other hand, are linked with
decentralized systems as these are small autonomous structures that are highly organic and behave
like project teams,

Table 4. Linkage between organization structure and information architecture

Types of organization structure Type of information architecture

Simple structure h Stand-alone PCs

Machine bureaucracy Centralized systems

Proefessional bureaucracy Centralized and distributed systems

Divisionalized form Centralized, distributed and decentralized
systems

Adhocracy Decentralized systems

Source : Leifer( 1988 )

Implications for emerging and future organizations

What are emerging and future organizations going to be like? And, what is the role of information
systems in shaping future organizations? Many scholars have suggested that environmental factors,
managerial attitvdes, workforce sophistication, and numerous other factors are likely to affect the
form, structure, and functioning of future organizations. According to Galfbraith and Lawler
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(1993 ), emerging and future organizations are more likely to be characterized by decentralization
of decision making, and in order to facilitate this, they are likely to be designed as distributed
organizations. The newer structures are likely to have extremely close links, especially through
computer based information systems, with their suppliers and customers. Enhanced coordination is
likely to result, as is happening with electronic data interchange ( EDI) being increasingly used to
integrate the operations of two or more corganizations that do business with each other. Network
organizations with their intemal and external networks, high performance work teams, flexible
work groups, centrality of customers, close coordination with suppliers and contractors, and the
ability to respond quickly to changes are perhaps the shape of organizations of the future,

The Internet, stand-alone computers and small businesses

With the advent of the Internet, the greatest impact has been on the role and operations of small
businesses. Traditionally, small businesses with simple structures { Mintzberg, 1983) used stand-
alone computers. Small businesses were constrained to using relatively simple off-the-shelf
software packages that provided standardized solutions for typical business problems. Prior to the
Internet, small businesses were neither networked nor were they capable of interorganizational
communications using computers. However, the Internet has changed all that and has created
completely new dynamics in the way small businesses can leverage the World Wide Web to
overcome the disadvantage of size and accessibility.

A recent study (1999} indicated that consumers and businesses equipped with personal computers
(PCs) and Internet access were poised to bypass paper transactions in favor of electromic
information exchange. Studies have indicated that 60-67 per cent of small businesses were
equipped with a computer and modem, were using online banking functions, and had their own
Web pages. Another survey revealed that about 61 per cent of small businesses operate some kind
of computer network, and 20 per cent of those that do not plan to do so within the next 12
months, and nearly 40 per cent of the survey respondents plan to update their networks within a
year (1999). An IBM survey in 1994 indicated that less than half of small business executives
were aware of the Internet’s existence, while in 1999 the Internet has become an integral part of
the daily business operations of small businesses. The next Internet growth spurt is expected to be
among small- and mid-size businesses, and by about 2006, about 50 per cent of the US workforce
will have jobs at Intemet-related businesses.

What is of great interest is how small businesses with stand-alone computers can, on account of
the Internet, have the same global reach and impact as the largest businesses. The potential for
small businesses to take advantage of the Web and leverage it for business purposes is enormous.
In practical terms, the Internet is rapidly becoming a primary channel for conducting transactions
known in business as purchasing, and in government primarily as procurement. The use of
electronic procurement and purchasing, which was previously dominated by larger companies, is
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one that has been heavily impacted by the Internet and has been of great benefit to small
businesses. As one can see, not only have computers impacted structures in organizations over the
years, but computer related developments have completely altered the commercial viability of

small businesses and their usage of stand-alone computers.
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rS;ategilc Business Unit { SBU) ?UE_ MBSl R T )
Gateway t]I_l[.t ] %
Organic Structure :u Y B
Electronic Data Processing { EDP) tH; B A IR

I
Management Information System (MIS) :II; EIBFRESR
Strategic Information System ( SIS) slly B ER RS

TE
kEIectronic Data Interchange (EDI) _E;[E B F AR ,
= Notes

1. Very simply, computers allowed the development of planning techniques hitherto too complex
to develop, compute, or control,
BIEZ, HEIEE AT ISR AR FRE R AET R B
RIFEA

2. Categorizing information systems architecturally is appealing since it is not idiosyncratic to
particular settings, and further, these architectures are fairly well established and accepted.
WRIBE B RIS A T R BT RS 8, B XA R R R R
RE(RE)WAR, FHREXF SR ENERNSH RESRERPIET ZE2,

3. In the 1960s, there were a spate of acquisitions and mergers primarily as a response to anti-trust
laws.
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4. 'This is hard to do except to understand that evolving computer architectures impacted and
enabled newer organizational forms, and over time changing organizational requirements
impacted the shape and design of computer systems and architectures.
AT R AL A ERNER X R E RSB H B RXET
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Information Technology and Business
Process Redesign
(SRS FSIRE M S

Thu:u:pinngm improve the way work is done must begin to apply the capabilities of

information technology o redesign business processes. Business process design and information
technology are natural pariners, yet industrial engineers have never fully exploited their relationship.
The authors argue, in fact, that it has barely been exploited at all. Bui the organizations that have
used IT to redesign boundary -crossing . customer-driven processes have benefited enormously.

Al the tum of the cenfury, Frederick Taylor revolutionized the workplace with his ideas on work
orgamization, task decomposition, and job measurement. Taylor's basic aim was to increase
orgamzational productivity by applying to human labor the same engineering principles that had
proven so soccessful in solving the technical problems in the work environment. The same
approaches that had trensformed mechanical activity could also be used to structure jobs performed
by people. Taylor came to symbolize the practical realizations in industry that we pow call
industrial engineering { IE ) , or the scientific school of management. In fact, though work design
remains a contemporary [E concern. no subsequent concepl or tool has rivaled the power of
Taylor's mechanizng vision

AS we enler the 1990, however, two newer tols are transforming organizations o the degree that
Taylorism once did. These are information technology — the capabilities offered by computers,
saftware applications, and telecommunications — and buginess process redesign — the analysis
and design of work flows and processes within and between organizations, Working together,
these toals have the potentinl to create a new type of industrial engineering, changing the way the
discipline is practiced and the skills necessary to practice i1,

IT in business procass redesign

The importance of both information technology and business process redesign 15 well known o
industrial engineers, albeil as largely separate tools for use in specific, limited environments. IT is
used in industrial engineering as an analysis and modeling tool, and [Es have often taken the lesd
i applying information echnology 10 manufacturing environments. Well-known uses of IT in
manufacturing  inclede process modeling, production  scheduling and comtrol,  materials
management information systems, and logistics, In most cases where IT has been used 1o redesign
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work, the redesign has most likely been in the manufacturing function, and industrial engineers
are the most likely individuals to have carried it out.

IEs have begun to analyze work activities in non-manufacturing environments, but their penetration
into offices has been far less than in factories. IT has certainly penetrated the office and services
environments — in 1987 Business Week reported that aimost 40 percent of all U. S. capifal spending
went to information systems, some $97 billion a year — but IT has been used in most cases o
hasten office work rather than to wransform it. With few exceptions, IT’s role in the redesign of
nonmanufacturing work has been disappointing ; few firms have achieved major productivity gains.
Aggregate productivity figures for the United States have shown no increase since 1973

Given the growing dominance of service industries and office work in the Western economies, this
type of work is as much in need of analysis and redesign as the manufacturing environments to
which IT has already been applied. Many firms have found that this analysis requires taking a
broader view of both IT and business activity, and of the relationships between them, Information
technology should be viewed as more than an automating or mechanizing force; it can
fundamentally reshape the way business is done. Business activities should be viewed as more than
a collection of individual or even functional tasks; they should be broken down into processes that
can be designed for maximum effectiveness, in both manufacturing and service environments.

Our research suggests that IT can be more than a useful tool in business process redesign. In
leading edge practice, information technology and BPR have a recursive relationship. Each is the
key to thinking about the other. Thinking about information technology should be in terms of how
it supports new or redesigned business processes, rather than business functions or other
organizational entities. And business processes and process improvements should be considered in
terms of the capabilities information technology can provide. We refer to this broadened , recursive
view of IT and BPR as the new industrial engineering.

Taylor could focus on workplace rationalization and individual task efficiency because he
confronted a largely stable business environment; today’s corporations do not have the luxury of
such stability. Individual tasks and jobs change faster than they can be redesigned. Today,
responsibility for an outcome is more often spread over a group, rather than assigned to an
individual as in the past. Companies increasingly find it necessary to develop more flexible, team-
oriented, coordinative, and communication-based work capability. In short, rather than
maximizing the performance of particular individuals or business functions, companies must
maximize interdependent activities within and across the entire organization. Such business
processes are a new approach te coordination across the firm; information technology’s promise —
and perhaps its ultimate impact — is to be the most powerful ool in the twentieth century for
reducing the costs of this coordination.
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Redesigning business processes with IT; five steps
Assuming that a company has decided its processes are inefficient or ineffective, and therefore in

need of redesign, how should it proceed? This is a straightforward activity, but five major steps
are involved: develep the business vision and process objectives, identify the processes to be
redesigned, understand and measure the existing process, identify IT levers, and design and build
a prototype of the new process. We observed most or all of these steps being performed in
companies that were succeeding with BPR. Each step is described in greater detail below.

Develop business vision and process objectives

In the past, process redesign was typically intended simply to “rationalize” the process, in other
words, to eliminate obvious bottlenecks and inefficiencies. It did not involve any particular
business vision or context. This was the approach of the “ work simplification” aspect of industrial

engineering, an important legacy of Taylorism.

Our research suggests strongly that rationalization is not an end in itself, and is thus insufficient as
a process redesign objective. Furthermore, rationalization of highly decomposed tasks may lead to
a less efficient overall process. Instead of task rationalization, redesign of entire processes should
be undertaken with a specific business vision and related objectives in mind.

In most successful redesign examples we studied, the company’s senior management had
developed a broad strategic vision into which the process redesign activity fit. The most likely
objectives are the following:

¢ Cost reduction. This objective was implicit in the “rationalization” approach. Cost is an
important redesign objective in combination with others, but insufficient in itself. Excessive
attention to cost reduction results in tradeoffs that are usually unacceptable to process
stakeholders. While optimizing on other objectives seems to bring costs into line,
optimizing on cost rarely brings about other objectives;

* Time reduction. Time reduction has been only a secondary objective of traditional industrial
engineering. Increasing numbers of companies, however, are beginning to compete on the
basis of time. Processes, as we have defined them, are the ideal unit for a focused time
reduction analysis. One common approach to cutting time from product design is to make
the steps begin simultanecusly, rather than sequentially, using IT to coordinate design
directions among the various functional participants. This approach has been taken in the
design of computers, telephone equipment, automobiles, and copiers;

* Output quality. All processes have outputs, be they physical — such as in manufacturing a
tangible product — or informational — such as in adding data to a customer file. Output
quality is frequently the focus of process improvement in nranufacturing environments; it is
Just as important in service industries. The specific measure of output quality may be
uniformity , variability, or freedom from defects; this should be defined by the customer of
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the process;

e Quality of worklife ( QWL )/leaming/empowerment. IT can lead ecither to greater
empowerment of individuals, or to greater control over their output. Zuboff points out that
IT-intensive processes are often simply automated, and that the “informating” or leaming
potential of IT in processes is often ignored. Moreover, Schein notes that organizations
often do not provide a supportive context for individuals to introduce or innovate with IT.
Of course, it is rarely possible to optimize all objectives simultanecusly, and in most
firms, the strongest pressures are to produce tangible benefits. Yet managers who ignore
this dimension risk failure of redesigned processes for organizational and motivational

factors.

Some firms have been able to achieve multiple objectives in redesigning processes with IT,
Finally, all firms found it was important to set specific objectives, even to the point of
quantification. Though it is difficult to know how much improvement is possible in advance of a
redesign, “reach should exceed grasp. ” Setting goals that will stretch the organization will also
provide inspiration and stimulate creative thinking.

Identify processes 1o be redesigned

Most organizations could benefit from IT-enabled redesign of critical { if not all ) business
processes. However, the amount of effort involved creates practical limitations. Even when total
redesign was the ultimate objective, the companies we studied selected a few key processes for
initial efforts. Moreover, when there was insufficient commitment to total redesign, a few
successful examples of IT-enhanced processes became a powerful selling tool.

The means by which processes 1o be redesigned are identified and prioritized is a key issue. This is
often difficult because most managers do not think about their business operations in terms of
processes. There are two major approaches. The exhaustive approach attempts to identify all
processes within an organization and then prioritize them in order of redesign urgency. The high-
impact approach attempts to identify only the most important processes or those most in conflict
with the business vision and process objectives.

The exhaustive approach is often associated with * information engineering ", in which an
organization’s use of data dictates the processes to be redesigned. The alternative is to focus
quickly on high-impact processes. Most organizations have some sense of which business areas or
processes are most crucial to their success, and those most “broken” or inconsistent with the
business vision. If not, these can normally be identified using senior management workshops, or
through extensive interviewing,

Companies that employed the high-impact approach generally considered it sufficient. Companies
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taking the exhaustive approach, on the other hand, have not had the resources to address alf the
identified processes; why identify them if they cannot be addressed? As a rough rule of thurb,
most companies we studied were unable to redesign and support more than ten to fifteen major
processes per year (i.e. one to three per major business unit); there was simply not enough
management attention to do more, And some organizations have abandoned the exhaustive

approach.

Whichever approach is used, companies have found it usefu! to classify each redesigned process in
terms of beginning and end points, interfaces, and organization units ( functions or departments )
involved, particularly including the customer unit. Thinking in these terms usuvally broadens the

perceived scope of the process.

Understand and measure existing processes

There are two primary reasons for understanding and measuring processes before redesigning
them. First, problems must be understood so that they are not repeated. Second, accurate
measurement can serve as a baseline for future improvements. If the objective is to cut time and
cost, the time and cost consumed by the untouched process must be measured accurately.
Westinghouse Productivity and Quality Center consultants found that simply graphing the
incremental cost and time consumed by process tasks can often suggest initial areas for redesign.
These graphs look like “step functions” showing the incremental contribution of each major task.

This step can easily be overemphasized, however. In several firms, the “strecch” goal was less to
eliminate problems or bottlenecks than to create radical improvements. Designers should be
informed by past process problems and errors, but they should work with a clean slate. Similarly ,
the process shonld not be measured for measurement’s sake. Only the specific objectives of the
redesign should be measured. As with the high-impact process identification approach, an 80-20
philosophy is usually appropriate.

Identify IT levers

Until recently, even the most sophisticated industrial engineering approaches did not consider IT
capabilities until after a process had been designed. The conventional wisdom in IT usage has
always been to first determine the business requirements of a function, process, or other business
entity, and then to develop a system. The problem is that an awareness of IT capabilities can —
and should — influence process design. Knowing that product development teams can exchange
computer-aided designs over large distances, for example, might affect the structure of a product
development process. The role of IT in a process should be considered in the early stages of its

redesign.

Several firms accomplished this using brainstorming sessions, with the process redesign objectives
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and existing process measures in hand. It was also useful to have a list of I'T's generic capabilities
in improving business processes. In the broadest sense, all of I'T’s capabilities involve improving
coordination and information access across organizational units, thereby allowing for more

effective management of task interdependence.

Design and build a prototype of the process
For most firms, the final step is to design the process. This is usually done by the same team that

performed the previous steps, getting input from constituencies and using brainstorming
workshops. A key point is that the actual design is not the end of the process. Rather, it should be
viewed as a prototype, with successive iterations expected and managed. Key factors and tactics to
consider in process design and prototype creation include using IT as a design tool understanding
generic design criteria, and creating organizational prototypes.

¢ IT as a design tool. Designing a business process is largely a matter of diligence and
creativity. Emerging IT technologies, however, are beginning to facilitate the “process” of
process design. Some computer-aided systems engineering ( CASE) products are designed
primarily to draw process models. The ability to draw models rapidly and make changes
suggested by process owners speeds redesign and facilitates owner buy-in. Some CASE
products can actually generate computer code for the information systems application that
will support a modeled business process;

* Generic design criteria. Companies used various criteria for evaluating alternative designs.
Most important, of course, is the likelihood that a design will satisfy the chosen design
objectives. Others mentioned in interviews included the simplicity of the design, the lack of
buffers or intermediaries, the degree of control by a single individual or department { or an
effective, decentralized coordinative mechanism )}, the balance of process resources, and
the generalization of process tasks ( so that they can be performed by more than one
person} ;

* Organizational prototypes. Mutual Benefit Life’s ( MBL ) redesign of its individual life
insurance underwriting process illustrates a final, important point about process design. At
MBL, underwriting a life insurance policy involved 40 steps with over 100 people in 12
functional areas and 80 separate jobs. To streamline this lengthy and commplex process,
MBL. undertook a pilot project with the goal of improving productivity by 40 percent. To
integrate the process, MBL. created a new role, the case manager. This role was designed
to perform and coordinate all underwriting tasks centrally, utilizing a workstation-based
computer system capable of pulling data from all over the company. After a brief start-up
period, the firm leamed that two additional roles were necessary on some underwriting
cases; specialists such as lawyers or medical directors in knowledge-intensive fields, and
clerical assistance. With the new role and redesigned process, senior managers at MBL are
confident of reaching the 40 percent goal in a few months. This example illustrates the
value of creating organizational prototypes in IT-driven process redesign.
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Defining Process Types

The five steps described above are sufficiendy general to apply to most organizations and
processes. Yet the specifics of redesign vary considerably according to the type of process under
examination. Different types require different levels of management attention and ownership, need
different forms of IT support, and have different business consequences. In this section, we
present three different dimensions within which processes vary.

Three major dimensions can be used to define processes. These are the organizational entities or
subunits involved in the process, the type of objects manipulated, and the type of activities taking
place. We describe each dimension and resulting process type below.

Defining process entities
Processes take place between types of organizational entities. Each type has different implications
for IT benefits,

“ Interorganizational ” processes are those taking place between two or more business
organizations. Increasingly, companies are concerned with coordinating activities that extend into
the next ( or previous) company along the value-added chain. Several U. 8. retail, apparel, and
textile companies, for example, have linked their business processes to speed up reordering of
apparel. When Dillard’s ( deparunent store) inventory of a particular pants style falls below a
specified level, Haggar (apparel manufacturer) is notified electronically. If Haggar does not have
the cloth to manufacture the pants, Burlington Industries { textile manufacturer ) is notified
electronically. As this example of electronic data interchange { ED1) illustrates, information
technology is the major vehicle by which this interorganizational linkage is executed.

A second major type of business process is “interfunctional”. These processes exist within the
organization, but cross several functional or divisional boundaries. Interfunctional processes
achieve major operational objectives, such as new product realization, asset management, or
production scheduling. Most management processes — for example, planning, budgeting, and

human resource management — are interfunctional.

A major problem in redesigning interfunctional processes is that most information systems of the
past were built to automate specific functional areas or parts of functions. Few third-party
application software packages have been developed to support a full business process. Very few
organizations have modeled existing interfunctional processes or redesigned them, and companies
will run into substantial problems in building interfunctional systems without such modeis.

“Interpersonal” processes involve tasks within and across small work groups, typically within a
function or department. Examples include a commercial loan group approving a loan, or an airline
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flight crew preparing for takeoff, This type of process is becoming more important as companies
shift to self-managing teams as the lowest unit of organization. Information technology is
increasingly capable of supporting interpersonal processes; hardware and communications
companies have developed new networking-oriented products, and software companies have begun
to flesh out the concept of “ gronpware” (e. g. local area network-based mail, conferencing, and

brainstorming tools) .

Defining process objects

Processes can also be categorized by the types of objects manipulated. The two primary object
types are physical and informational. In physical object processes, real, tangible things are either
created or manipulated; manufacturing is the obvious example. Informational object processes
create or manipulate information. Processes for making a decision, preparing a marketing plan, or

designing a new product are examples.

Many processes involve the combination of physical and informational objects. Indeed, adding
information o a physical object as it moves through & process is a common way of adding value.
Most logistical activities, for example, combine the movement of physical objects with the
manipulation of information concerning their whereabouts. Success in the logistics industry is often
dependent on the close integration of physical and informational outcomes; both UPS and Federal
Express, for example, track package movemeni closely.

The potential for using IT to improve physical processes is well known. It allows greater flexibility
and variety of outcomes, more precise control of the process itself, reductions in throughput time,
and elimination of human labor. These benefits have been pursued for the past three decades.
Still, manufacturing process flows are often the result of historical circumstance and shouid usually
be redesigned before further automation is applied. This is particularly true in low volume, job
shop manufacturing environments. Redesigners of physical processes should also consider the role
of IT in providing information to improve processes.

Strangely, the proportion of informational processes already transformed by IT is probably lower
than that of physical processes. True, legions of clerks have become unemployed because of
computers. But the majority of information processes to which [T has been applied are those
involving high volume and low complexity, Now that these processes are well known even if not
fully conquered, the emphasis needs to shift to processes that mcorporate semistructured and
unstructured tasks and are performed by high-skill knowledge workers. Relevant IT capabilities
include the storage and retrieval of unstructured and multimedia information, the capturing and
routinizing of decision logic, and the application of far-flung and complex data resources. A
computer vendor’s advertising videotape, for example, illustrates how artificial intelligence and
hypertext; or mixed-media databases, combine to lead a manager through the process of
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developing a departmental budget. The IT capabilities in the video are available today, but they
are rarely applied to such information-intensive yet unstructured processes.

Defining process acrivities

Our examples of business processes have involved two types of activities: operational and
managerial. Operational processes invoive the day-to-day carrying out of the organization’s basic
business purpose. Managerial processes help to control plan, or provide resources for operational
processes. Past uses of IT to improve processes, limited as they are, have been largely
operational. We will therefore focus akmost entirely on managerial processes in this section.

Applying IT to management tasks is not a new idea. The potential of decision support systems,
executive support systems, and other managerial tools has been discussed for OVeT twenty years.
We believe, however, that the benefits have not been realized because of the absence of
Systematic process thinking. Few companies have rigorously analyzed managerial activities as
processes subject to redesign. Even the notion of managerial activities involving defined outcomes
(a central aspect of our definition of business processes ) is somewhat foreign. How would such
managerial processes as deciding on an acquisition or developing the agenda for the quarterly board
meeting be improved if they were treated as processes — in other words, measured, brainstormed
and redesigned with IT capabilities?

The generic capabilities of IT for reshaping management processes include improving analytic
accuracy, enabling broader manageraent participation across wider geographical boundaries,
generating feedback on actions taken { the managerial version of “informating” a process ) , and
streamlining the time and resources a specific process consumes.

Management issues in IT-enabled redesign

Companies have found that once a process has been redesigned, several key issues remain, These
include the management role in redesigned activity, implications for organization structure, new
skill requirements, creating a function to perform IT-enabled BPR, the proper direction for the IT
infrastnicture,, and the need for continuous process improvement. We discuss each below.

Management roles

Perhaps the greatest difficulty in IT-driven redesign is getting and keeping management
commitment. Because processes cut across various pans of the organization, a process redesign
effort driven by a single business function or unit will probably encounter resistance from other
pans of the organization. Both high-level and broad support for change are necessary.

To perform the five redesign steps described above, several companies created a cross-functional
task force headed by a senior executive. These task forces included representatives from key staff
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and line groups likely to be affected by the changes, including IT and human resources. It was
particularly important that the customer of the process be represented on the team, even when the
customer was external. The team composition was ideal if some members had some record of

process or operations innovation involving IT.

As the redesign teams selected processes and developed objectives, they needed to work closely
with the managers and staff of the affected units. Managing process change is similar to managing
other types of change, except that its cross-functional nature increases the number of stakeholders,
thereby increasing the complexity of the effort.

It was also important to have strong, visible commitment from senior management. Employees
throughout the organization needed to understand that redesign was critical, that differences of
opimon would be resolved in favor of the customer of a process, and that IT would play an
important role. In many cases, the CEQ communicated any structural implications of the redesign
effort.

Process redesign and organizational structure

A second key issue is the relationship between process orientation and organizational structure.
Certainly someone must be in charge of implementing a process change, and of managing the
redesigned process thereafter. But process responsibilities are likely to cut across existing
organizational structures. How can process organization and traditional functional organization be
reconciled ?

One possible solution is to create a new organization structure along process lines, in effect
abandoning altogether other structural dimensions, such as function, product, or geography. This
approach presents risks, however; as business needs change, new processes will be created that
cut across the previous process-based organization. This does not mean that a process-based
structiwe cannot be wseful, but only that it will have to be changed frequendy.

While no firm we studied has converted wholly to a process-based structure, a few organizations
have moved in this direction. For example, Apple Computer recently moved away from a
functional structure to what executives describe as an IT-oriented, process-based, customer
satisfaction-driven structure called “New Enterprise. ” The company relishes its lack of formal
hierarchy; Apple managers describe their roles as highly diffuse, and team and project based.

A more conservative approach would be to create a matrix of fanctional and process
responsibilities. However, because of the cross-functional nature of most processes, the functional
manager who should have responsibility for a given process is not always easy to identify. The
company may also wish to avoid traditional functional thinking, in assigning process
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responsibilities. For example, it may be wiser to give responsibility for redesigning supplies

acquisition to a manager who uses those supplies {i.e. the customer of the process ), rather than

to the head of purchasing.

New skill requirements
For process management to succeed, managers must develop facilitation and influence skills.

Traditional sources of authority may be of little use when process changes cut across organizational
units. Managers will find themselves ying to change the behavior of employees who do not work
for them. In these cases, they must leamn to persuade rather than o instruct, to convince rather
than to dictate. Of course, these recommendations are consistent with many other organizational
maxims of the past several years; they just happen to be useful in process management as well.

Several organizations that are moving toward IT-driven process management are conducting
programs intended to develop facilitation skills. These programs encourage less reliance on
hierarchy, more cross-functional communication and cooperation, and more decision making by
middle- and lower-level managers. Such a program at American Airlines is being used to build an
organizational infrastructure at the same time a new IT infrastructure is being built,

An ongoing organization

Organizations that redesign key processes must oversee continuing redesign and organizational
“tuning,” as well as ensure that information systems support process flows. In most companies,
the appropriate analyfical skills are most likely to be found in the IT function. However, these
individuals will also require a high degree of tnterpersonal skills to be successful as the “new
industrial engineers, ” The ideal group would represent multiple functional areas, for example,
information systems, industrial engineering, quality, process control, fimance, and human

resources,

Process redesign and the IT organization

Just as information technology is a powerful force in redesigning business processes, process
thinking has important implications for the IT organization and for the technology infrastructure it
builds. Though few IT groups have the power and influence to spearhead process redesign, they
can play several important roles. First of all, the IT group may need to play a behind-the-scenes
advocacy role, convincing senior management of the power offered by information technology and
process redesign. Second, as demand builds for process redesign expertise, the IT group can
begin to incorporate the IE-oriented skills of process measurement, analysis, and redesign,
perhaps merging with the IE function if there is one. It can also develop an approach or
methodology for IT-enabled redesign, perhaps using the five steps described above as a starting

point,
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What must the information systems function do technologically to prepare for process redesign? IT
professionals must recognize that they will have to build most systems needed to suppoit (or
enable) processes, rather than buy them from software package vendors, because most application
packages are designed with particular functions in mind. IT professionals will need to build robust
technology platforms on which process-specific applications can be quickly constructed. This
implies a standardized architecture with extensive communications capability between computing
nodes, and the development of shared databases. However, like the organizational strategies for
process management described above, these are appropriate technology strategies for most

companies, whether or not they are redesigning processes with TT.

Continuous process improvement

The concept of process improvement, which developed in the quality movement, requires first that
the existing process be stabilized. Tt then becomes predictable, and its capabilities become
accessible to analysis and improvement. Continzous process improvement occurs when the cycle
of stabilizing, assessing, and improving a given process becomes institutionalized.

IT-enabled business process redesign must generally be dynamic. Those responsible for a process
should constantly investigate whether new information technologies make it possible to carry out a
process in new ways. IT is continuing to evolve, and forthcoming technologies will have =z
substantial impact on the processes of the next decade. The IT infrastructure must be robust
enough to support the new applications appropriate to a particular process.

Summary
We believe that the industrial engineers of the future, regardless of their formal title or the

organizational unit that empioys them, will focus increasingly on IT-enabled redesign of
business processes. We have only begun to explore the implications and implementation of
this concept, and only a few companies have ventured into the area. Many companies that
have used IT to redesign particular business processes have done so without any conscious
approach or philosophy. In short, the actual experience base with IT-enabled process redesign

is limited.

Yet managing by customer-driven processes that cross organizational boundaries is an intuitively
appealing idea that has worked well in the companies that have experimented with it. And few
would question that information technology is a powerful tool for reshaping business processes,
The individuals and companies that can master redesigning processes around IT will be well
equipped to succeed in the new decade and the new century.
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=> Notes

1. At the turn of the century, Frederick Taylor revoiutionized the workplace with his ideas on
work organization, task decomposition, and job measurement.
FHH(1856—1915) . BB T THEBF A ( Work Study )——F B8 5% & T 45 F 8 ( Method
study and work measurement ), M 1898 4F B 1901 ER & FHAME RS L 7 ( The
Bethlehem Steel Company ) IR, B T[] 9 THESH, BEIE R T SR BB EBF 34+
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. The importance of both information technology and business process redesign is well known to

industrial engineers, albeit as largely separate tools for use in specific, limited environments,
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- Our research suggests strongly that rationalization is not an end in itsetf, and is thus insufficient

as a process redesign objective,
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- While optimizing on other objectives seems to bring costs into line, optimizing on cost rarely
brings about other objectives.
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. Designers shouid be informed by past process problems and errors, but they should work with a
clean slate.
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. Information technology is increasingly capable of supporting interpersonal processes; hardware
and communications companies have developed new networking-criented products, and
software companies have begun to flesh out the concept of “ groupware” (e.g. local area
network-based mail, conferencing, and brainstorming tools) .
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